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Abstract—The inclusion complexes of sulfonated thiacalix[4]arene 1 and calix[6]arene 2 sodium salts with Cgy fullerene were
investigated by photoluminescence (PL) and quantum-chemical methods. The stoichiometries of calixarene/Cq, complexes were
found to be 2:1 for 1 and 1:1 for 2. Related quantum-chemical investigations show that Cg, fullerene is included in a cavity
composed of two half-bowl molecules of 1. The Cg fullerene ball is located deep within the cavity of 2 and the negatively charged
sulfonate arms probably inhibit the formation of the bowl-shaped capsule that was observed in the case of 1.

© 2003 Elsevier Ltd. All rights reserved.

The electron accepting ability of the fullerenes is known
to inhibit the activity of redox enzymes'™ (e.g., nitric
oxide synthase, thus providing a therapeutic approach
for some neurodegenerative disorders*) and a large
number of fullerene derivatives are competitive inhibitors
of the human immunodeficiency virus (HIV) protease.’
However, the very low solubility of fullerenes in aqueous
solvents is a major difficulty hindering their application in
clinical practice. Several strategies have been developed
to increase the water solubility of fullerene derivatives.®
One of them is the inclusion of Cgy within water-soluble
hosts such as cyclodextrins’® and calixarenes.”!® Other
approaches such as covalent functionalization of Cg
with hydrophilic, ionic,'"'? or nonionic'>'* organic
moieties or electrochemical/chemical reduction of Cg to
a water-soluble anion'> have also been utilized to over-
come the natural water repulsion of Cg fullerene.

Williams et al. first used water-soluble calixarenes to
include Cg,’ then two independent investigations
showed that p-tert-butylcalix[8]arene selectively includes
the Cg fullerene with 1:1 stoichiometry.'®!7 Subse-
quently efforts were made to study the supramolecular
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complexes of fullerenes with calixarenes.® It turned out
that most calixarene—fullerene complexes exist only in
the solid state, whereas in solvents they frequently dis-
sociate or precipitate after formation. Therefore the
existence of these complexes is difficult to prove by
spectroscopic methods.'®
In our recent papers,'® ! the complexation behavior and
the factors controlling the thermodynamic and kinetic
stability or selectivity of some calixarene derivatives
towards neutral m-electron deficient species were
reported. A paper on the interaction of a water-soluble
calixarene with iron ions has been published recently.?

S O3Na SO3Na
S}
4 6
OH OH
1 2

Figure 1. Sulfonated thiacalix[4]Jarene 1 and calix[6]arene 2 investi-
gated in this work.

Herein, we report our results on the inclusion complexes
of two sulfonated calixarene derivatives (Fig. 1, the
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sodium salts of thiacalix[4]arene tetrasulfonate 1 and
calix[6]arene hexasulfonate 2) with Cg, fullerene. In this
investigation our earlier developed methodology, based
on PL measurements and on Job’s method, is used.

In order to investigate the interaction, 10~*M aqueous
solutions of 1 or 2 at pH =7, buffered by TRIS and a
10~* M toluene solution of fullerene were prepared. For
the application of Job’s method, these solutions were
mixed at different molar ratios and the PL spectra of the
aqueous phases were recorded. The peaks at 310 nm
were used for data evaluation. Both calixarene deriva-
tives showed higher PL intensity in the presence of Cg
fullerene (Fig. 2). No considerable emission of Cg ful-
lerene was observed in the absence of calixarenes.
According to our earlier results'®?? it was concluded
that the spectral changes were induced by a weak
interaction between the calixarene hosts and the Cg
guest.
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Figure 2. Spectral changes of calixarene derivatives 1 or 2 in the
absence and in the presence of 107 M Cg, fullerene.

For the experimental determination of thermodynamic
properties, Job’s method was applied at four different
temperatures in the range of 20-35 °C with a step size of
5°C. The Jobs’s curves obtained (Fig. 3) suggest that 1
and 2 form complexes with Cg, fullerene with 2:1 and 1:1
stoichiometry, respectively. For quantitative evaluation
of the Job’s curves (where C refers to the calixarene host
1 or 2; G is the Cq fullerene guest; CG and C,G are the
individual types of complexes formed in the studied
systems; K; and K, denote the formation constants of
the individual complexes, respectively) the following
considerations apply. Assuming that the observed PL
signal varies linearly with the concentrations, AF in such
a system is described by Eq. 1

AF = fc6[CG] + fc,6[C.Gl, (1

wherein AF = F — F; is the difference between the PL
intensity obtained with the calixarene—Cg, system and
the PL intensity of the calixarene with the same con-
centration. The measures of the PL signals, fcg and fc,6
could be observed for the individual C;G (i=1, 2) spe-
cies relative to the PL signal of pure calixarene at the
same concentrations. By definition,

F((C) - FCG])
F([C])

Jeg =
[G:GI=[C]

Using the expressions for the total concentration of the
calixarene (Egs. 3 and 4), the theoretical change of the
PL signal in the system studied can be obtained by Eq. 5,

Co = [C] + K1 [C][G] + 2K, K> [C)*[G], (3)
Gy = [G] + K1[C][G] + K1 K> [C*[G], (4)

o Go{feaKi[Cl + fo,cKiKa[CI}
1+ K [C] + K, K,[C)

wherein C is the analytical concentration of calixarene,
[C] is the equilibrium concentration of calixarene, Gy
and [G] are the analytical and equilibrium concentra-
tions of the Cg fullerene, respectively, K; (i =1,2) is the
complex formation constant. Using Eq. 5 the values of
K, and K, as well as fcg and fc,g could be optimized
iteratively: First, Egs. 3 and 4 are solved numerically for
given values of the formation constants and the fcg,
fc,i coefficients. Then, using the equilibrium concen-
tration of the Cg, fullerene for the given parameters, the
theoretical change in the PL signal can be calculated.

F —

)

We note here, that the K; values are extraction constants
rather than association constants (K,s), which are
related by the equation

Kass =K;- Kda (6)
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Figure 3. Job’s plot of 1-Cg (top) and 2-Cg (bottom) complexes at
different temperatures.
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where Ky 1s the distribution coefficient of Cg¢y from
toluene to water.

However, it is known that the equilibrium in similar
systems strongly depends on the temperature."* The
thermodynamic parameters for the individual complexes
formed in the calixarene-Cg, system can be determined
from the van’t Hoff equation:
AG; AH; AS;
InK;=——=—-——"+— (i=1,2 7
K= - = TS (=12, ()
where AG; is the Gibbs free energy change, AS; the en-
tropy change and AH; the enthalpy change associated
with complex formation.

Using Eq. 7, inserting this expression for the formation
constants into the Egs. 3-5, the fluorescence change in
Eq. 5 can be expressed as a function of the AH;, AS;
values and the fcg, fc,g coefficients.

The thermodynamic parameters associated with the K;
values were determined from the Job’s curves by an
iterative solution of Eqgs. 1-5 using the expression of K;
values from the van’t Hoff equation (Eq. 7). In the case
of host 1 (Fig. 3 top, Table 1), the enthalpy, entropy,
and also the Gibbs free energy changes for both com-
plexation steps are nearly the same. The complexation
of 2 with the fullerene guest shows higher energy chan-
ges (Fig. 3 bottom, Table 2), however, with 1:1 calixa-
rene—fullerene stoichiometry.

Table 1. Thermodynamic parameters of complexation of calixarene 1
with Cg, fullerene

Coord. LogK; Logp;, AG° AH® AS°
step (kJmol™") (kJmol™") (K 'mol!)
1 508 (5 508 —2897(8) —37.11(5 -27.32(3)

2 498 (5) 10.06 2843 (8) -38.41(5) -33.46 (3)

Table 2. Thermodynamic parameters of complexation of calixarene 2
with Cg, fullerene

Coord. LogK; Logp, AG° AH® AS°
step (kJmol™") (kJmol™") (K 'mol™!)
1 548 (4) 548  -3129(8) —4237(5) -37.17(3)

Our related quantum-chemical calculations show that
Cgo fullerene is included in a cavity composed of two
half-bowl molecules of 1 (Fig. 4). Interestingly, the Cg
fullerene ball lies much more deeply in the cavity of 2.
The close proximity of the negatively charged sulfonate
arms probably inhibits the formation of the bowl-
shaped capsule found in the case of 1.

In summary, we can conclude that water-soluble
tetrasulfonated thiacalix[4]arene and hexasulfonated
calix[6]arene form complexes with Cg fullerene exhibit-
ing 2:1 and 1:1 stoichiometry, respectively. This obser-
vation makes these compounds promising candidates to
overcome the natural water-repulsive character of Cg
fullerene.

Figure 4. Top and side views of the equilibrium conformations of
1-Cqy (left) and 2-Cg (right) complexes calculated by quantum-
chemical methods.

Experimental

Both hosts were synthesized as described in the litera-
ture. Thus, thiacalix[4]arene-tetrasulfonate salt 1 was
obtained by the ipso sulfonation of p-fert-butylthiaca-
lix[4]arene,”® while calix[6]arene-hexasulfonate salt 2 was
prepared by direct sulfonation of the parent calix[6]-
arene with concentrated sulfuric acid.>* A highly sensitive
Fluorolog 13 spectrofluorometric system (Jobin-Yvon/
SPEX) was used to investigate the photoluminescence
(PL) spectra of the different solutions. For data collec-
tion a photon counting method with 0.4s integration
time was used. Excitation and emission bandwidths were
set to 1nm. A 1 mm layer thickness of the fluorescent
probes with front face detection was used to eliminate
the inner filter effect. The fluorometric experiments were
carried out at pH=7.0 using TRIS, Tris(hydroxy-
methyl)aminomethane (Merck) buffer. The exact pH
value was reached by the addition of 0.1 M HCI. The
equilibrium conformations of calixarene derivatives and
their complexes with Cg, fullerene were studied with
semi-empirical AM1 (Austin Model) method, followed
by ab initio HF/6-31G* calculations. The Fletcher—
Reeves geometry optimization method was used for the
investigation of the conformers. All calculations were
carried out with the HyperChem Professional 7 program
package.”
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Density functional theory (B3LYP-D3, M06-2X) has been used to calculate the structures, interaction
energies and vibrational frequencies of a set of 93 methanol-water clusters of different type (cubic, ring,
spiro, lasso, bicyclic), size and composition. These interaction energies have been used within the framework
of the Quantum Cluster Equilibrium Theory (QCE) to calculate cluster populations as well as thermodynamic
properties of binary methanol-water mixtures spanning the whole range from pure water to pure methanol.
The necessary parameters a¢ and b,, of the QCE model were obtained by fitting to experimental isobars of
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Introduction

Preferential or selective solvation'™ of a solute in binary solvent
mixtures, where the composition of the solvation shell differs from
the composition of the bulk solvent phase, can have significant
effects on the physicochemical properties of the solution. The
observable differences are obviously in connection with the
molecular associations present in the binary solvent mixtures.
Several studies can be found in the literature addressing the
investigation of binary liquids regarding structural aspects. For
instance, in a recent study, Wakisaka published a summary of
experimental results®® related to the cluster structures possible
in binary liquid mixtures of water-MeOH, water-EtOH, water—
n-PrOH and water-n-BuOH using fragmentation of liquid droplets
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b Jénos Szentdgothai Research Center, Ifjiisdg 20, 7624 Pécs, Hungary
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1 Electronic supplementary information (ESI) available: Fitting parameters @,
b,, see Tables S1 (with c8 clusters) and S2 (without c& clusters). Table S3 AG>®/
H-bond and populations at different molar fraction. Fig. S1 Number of clusters
for specific x(MeOH); Fig. S2 Benchmark of methods against MP2 for ring
clusters; M06-2X data are shown in Fig. S3 (Ein), S4 (cluster populations), S5
(cluster distributions), S6 (H", ¥, G*), S8 (C,, Cp), and Fig. S7 (Cy, for B3LYP-D3).
Cartesian coordinates of all 93 clusters for B3LYP-D3 and M06-2X method as zip
file. See DOI: 10.1039/c4cp05836d
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CE showed only poor agreement with experimental data.

and mass spectrometric detection of the ionized clusters.”*°
Solvent relaxation time measurements in mixtures of n-BuOH
with MeOH, EtOH, and PrOH indicated a substantial change of
the solvation shell at a specific molar fraction of n-BuOH.™
Similarly, measurement of the solvent relaxation time by phase
fluorimetry of phenols in binary EtOH-water mixtures resulted
in a change from mono- to bi-exponential when the EtOH
content exceeded a critical value."” In view of the importance
of such solvent mixtures a detailed understanding of this
selective/preferential solvation at an atomic level is essential.
Besides experimental investigations quantum chemical calcula-
tions also have been used to determine the properties of such
clusters formed by different solvent molecules, including e.g.
methanol-water clusters up to four-membered rings" or methanol-
benzene clusters.'* Of particular importance for the present
investigation are those dealing with water’>™” and/or methanol*® >
clusters addressing mainly the structural properties, binding
energies and electronic properties of these clusters. Specifically,
rather comprehensive calculations of (MeOH),, clusters with n up
to n = 15 using a variety of computational procedures have been
carried out by Thakkar and coworkers.*" In addition to methanol
clusters those of higher primary alcohols (up to n-hexanol) were
treated by Golub et al.*®

A powerful tool for the description and theoretical modelling
of structure and properties of liquids is the quantum cluster
equilibrium (QCE) theory®> which is based on quantum chemi-
cally calculated cluster/molecular properties and the application
of statistical thermodynamics. So far this procedure almost

Phys. Chem. Chem. Phys., 2015, 17, 8467-8479 | 8467
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exclusively has been applied to neat liquids, like water,>***
methanol,**2°3% ethanol %41 propan-l-ol,38 butan-1-ol,*®
benzyl alcohol,® 2,2-dimethyl-3-ethyl-3-pentanol,*>** formic
acid,”®** liquid ammonia,*”***¢ phosphine,®” hydrogen sulfide,*
N-methylacetamide,"”” ™ liquid sulfur,”® and liquid hydrogen-
fluoride.>**'* Recently, in addition to the static thermodynamic
description by the QCE model, the kinetics of the hydrogen bond
formation and proton transfer in water clusters has been studied by
Weinhold.> To the best of our knowledge, the only binary system
for which the QCE model has been applied until now is the water-
dimethyl-sulfoxide (DMSO)® binary mixture. Evidently the reason
is not limited interest in binary (or ternary) systems, but rather
arise from technical difficulties for a proper description of such
mixtures. These include both the approximations inherent in the
QCE model, as well as the more complex structure of liquids
consisting of more than one component. While in the binary
system treated so far by the QCE model one component acts as a
hydrogen bond acceptor (DMSO) and the other (water) as donor,
in binary mixtures of alcohols or alcohol-water, as used in our
previous experimental investigations,'"'? both components can act
as hydrogen bond acceptors as well as hydrogen bond donors.

As a first step to a detailed understanding of such binary
solvent mixtures in this study we want to present a quantum
cluster equilibrium study of the MeOH-water system with
different composition ranging from pure water to pure MeOH.
We have chosen this system not only as it represents the
prototype of binary mixture used in our previous investigations
but also since several theoretical modeling studies, mainly by
molecular dynamics,”®** as well as experimental investigations,*
have been published.

Moreover, since apparently the QCE model has for the first
time been applied to a binary liquid mixture where both
components can act as hydrogen bond acceptors and also as
hydrogen bond donors, the MeOH-water system presents an
important test case for the quantum cluster equilibrium model
of such mixtures.

Computational methods

The methanol-water cluster structures have been optimized
using the B3LYP density functional® "> augmented with the D3
dispersion correction”® of Grimme et al. as implemented in the
ORCA 2.9.1 program.”* The TZVP basis set’> has been used
both for the optimizations and for the vibrational analysis. The
intracluster interaction energies (E;,) were determined using
the QZVP basis set’® according to eqn (1) and are corrected for
the basis set superposition error (BSSE)””

Eint = Ecluster - ZEmonomers = Lcluster — i’EMeOH 7‘]"EH20 (1)

where i, j are the numbers of monomers of methanol and water,
respectively, participating in forming the cluster, while E is the
electronic energy.

Gibbs free energies of interaction AGj,; were obtained from
the BSSE-corrected B3LYP-D3/QZVP interaction energies com-
bined with non-thermal (ZPE) and thermal corrections dG*™
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resulting from the TZVP frequency analysis at 7= 298.15 K and
p =1 atm. For the rotational partition function the appropriate
symmetry numbers (o = 2 for w1, m2w2r, w4r, m4r, m2we6; ¢ = 3
for mér; o = 4 for w8¢ and m4w4c; for all other clusters ¢ = 1)
were used.

AGint = Eint(BSSE'QZVP) + [ng?lgter - ZngggLomers](TZVP)

2)

All calculations were done with a very tight SCF cutoff and
integration grid size of 5, together with tight geometry optimi-
zation criteria. In addition to B3LYP-D3 the M06-2X density
functional”®® as implemented in Gaussian 09 program®' in
combination with the aug-cc-pVTZ basis set® was also used.
The motivation for choosing these two functional was mainly
based on the works of Thakkar®' and Golub'® as well as our
previous experience."*

The QCE calculations have been performed using the developer
version of the PEACEMAKER 2.0 program (rev. 572) of the
research group of Kirchner.?®> The extension of the program
for binary systems is described in detail in ref. 55. Besides the
electronic energy, interaction energy, principal moments of
inertia and harmonic vibrational frequencies of clusters, to obtain
the statistical thermodynamics data via partition functions, two
fitting parameters a,,¢ and by, are used in the QCE theory. The
recently developed one-parameter QCE variant so far has only been
applied to neat liquids.**

Based on the parameter a,,f, the interaction energies of each
cluster with the surrounding particles/clusters can be defined
as an additive term () to the intracluster interaction energies
(Eine)- The parameter b,, gives the correction for the calculation
of the excluded volume V.

The mean field potential wu;, in the case of the binary
mixture is given by eqn (3), for each cluster individually:

int i +j

Ut = g (3)

The excluded volume for the total system is defined as
Vexcl = bxv'Vvdw (4)

where i, j denote the number of molecules of methanol and
water, respectively, which are participating in forming a given
cluster, and V,q4,, denotes total volumes of the clusters. The sum
of all cluster volumes V,q,, compose 1 mol of monomers.

In the PEACEMAKER program the aforementioned two
parameters are sampled with the aims to make agreement
between the experimental and the calculated isobars while
searching for the phase with the lowest Gibbs energy at the
given pressure and temperature. Since only the liquid phase was
considered, the mean absolute deviation function was selected
in the program for comparison of the calculated and experi-
mental isobars during the sampling process. The experimental
isobars were obtained from the Landolt-Bérnstein database.®®
Both a,,,¢ and b,, were kept constant over the whole temperature
range since there is no provision for a temperature dependence
of these two parameters in the PEACEMAKER program.
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Table 1 The clusters included in the cluster set describing the methanol-water binary liquid mixture®
B3LYP-D3/QZVP MO06-2X/aug-cc-pVTZ
Cluster class Cluster structure Number of H-bonds Eine AGEE AGZE/monomer Eine AGEE AGZE/monomer
mon m1 0 0.00 0.00 0.00 0.00 0.00 0.00
wi 0 0.00 0.00 0.00 0.00 0.00 0.00
dim m2 1 —24.69 16.89 8.44 —24.44 14.98 7.49
miwil 1 —21.77 12.06 6.03 —20.90 13.90 6.95
wiml 1 —24.39 11.67 5.84 —23.83 12.92 6.46
w2 1 —21.87 11.06 5.53 —21.31 13.65 6.83
r3 m3r 3 —75.08 19.72 6.57 —72.00 15.42 5.14
m2wir 3 —73.16 16.48 5.49 —71.60 17.07 5.69
miw2r 3 —71.16 17.29 5.76 —70.96 15.62 5.21
w3r 3 —69.07 17.96 5.99 —70.39 17.83 5.94
r4 mdr 4 —133.08 17.94 4.48 —121.90 1.25 0.31
m3wlir 4 —130.20 13.33 3.33 —121.27 6.68 1.67
m2w2r 4 —127.46 16.78 4.19 —120.71 9.98 2.49
miw3r 4 —124.89 11.29 2.82 —119.68 13.07 3.27
w4r 4 —122.36 14.70 3.68 —118.77 17.15 4.29
r5 mbr 5 —176.80 21.49 4.30 —163.32 14.30 2.86
m4wlir 5 —173.36 19.23 3.85 —159.68 8.05 1.61
m3w2r 5 —169.81 21.25 4.25 —157.59 11.13 2.23
m2w3r 5 —165.96 22.54 4.51 —155.94 18.27 3.65
miwdr 5 —163.26 22.90 4.58 —155.59 18.62 3.72
wsr 5 —160.58 20.76 4.15 —154.13 22.93 4.59
r6 meor 6 —217.84 35.91 5.98 —200.47 0.60 0.10
mbwir 6 —214.21 35.51 5.92 —198.91 6.39 1.07
m4w2r 6 —210.60 33.30 5.55 —197.35 15.34 2.56
m3w3r 6 —207.21 30.58 5.10 —195.72 18.73 3.12
m2w4r 6 —203.84 32.73 5.45 —194.11 24.65 4.11
miwsr 6 —200.76 29.77 4.96 —192.28 27.35 4.56
wér 6 —197.78 30.39 5.07 —190.47 31.31 5.22
r7 m7r 7 —261.88 42.60 6.09 —242.00 29.90 4.27
méwir 7 —257.54 40.59 5.80 —240.49 34.72 4.96
mbw2r 7 —253.78 43.01 6.14 —238.75 40.97 5.85
m4w3r 7 —250.44 40.53 5.79 —237.95 44.14 6.31
m3w4r 7 —245.83 42.51 6.07 —234.13 48.37 6.91
m2wSr 7 —239.41 45.81 6.54 —230.56 39.58 5.65
miwér 7 —234.20 37.28 5.33 —226.72 43.78 6.25
wr7r 7 —227.96 49.45 7.06 —220.17 37.24 5.32
bc7(5-4) méwi1bc 8 —263.59 42.38 6.05 —242.49 34.45 4.92
mbw2bc 8 —260.87 37.81 5.40 —243.50 36.35 5.19
m4w3bc 8 —255.85 37.44 5.35 —241.75 41.28 5.90
m3w4bc 8 —250.83 41.43 5.92 —240.26 37.97 5.42
m2w5bc 9 —255.42 39.40 5.63 —246.11 31.00 4.43
miw6bc 9 —251.33 36.66 5.24 —244.61 36.80 5.26
w7bc 9 —247.39 34.26 4.89 —241.68 38.40 5.49
55(3—3) m4wlis 6 —145.57 52.10 10.42 —140.81 32.08 6.42
m3w2s 6 —143.10 51.88 10.38 —140.26 34.73 6.95
m2w3s 6 —140.95 47.91 9.58 —139.93 34.67 6.93
miw4s 6 —138.81 42.77 8.55 —139.29 35.73 7.15
w5s 6 —136.99 42.51 8.50 —138.93 37.01 7.40
S6(3-4) mswis 7 —203.39 48.52 8.09 —190.70 29.28 4.88
m4w2s 7 —201.22 48.74 8.12 —190.35 32.49 5.41
m3w3s 7 —198.04 41.48 6.91 —189.37 32.71 5.45
m2w4s 7 —195.69 41.17 6.86 —188.49 30.42 5.07
miwss 7 —192.80 42.76 7.13 —187.71 33.78 5.63
woés 7 —190.27 43.51 7.25 —186.73 38.60 6.43
39[5—5) m8wis 10 —357.17 55.40 6.16 —327.91 46.11 5.12
m7w2s 10 —352.89 57.28 6.36 —325.19 49.64 5.52
moew3s 10 —348.04 59.15 6.57 —328.16 39.34 4.37
mbw4s 10 —342.96 61.85 6.87 —324.78 42.49 4.72
m4wss 10 —339.60 60.48 6.72 —319.22 37.37 4.15
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Table 1 (continued)
B3LYP-D3/QZVP MO06-2X/aug-cc-pVTZ
Cluster class  Cluster structure ~ Number of H-bonds  Ejy AGEE  AGEE/monomer  Eiy AGEE  AGE®/monomer
m3wés 10 —334.50 60.68 6.74 —316.61 40.36 4.48
m2w7s 10 —331.41 57.48 6.39 —315.10 43.19 4.80
miw8s 10 —328.49 53.80 5.98 —313.82 49.65 5.52
wIs 10 —325.62 54.85 6.09 —312.61 50.78 5.64
811(6-6) miowis 12 —445.33 72.99 6.64 —412.86 64.48 5.86
mow2s 12 —429.57 90.54 8.23 —406.99 72.29 6.57
m8w3s 12 —424.96 93.75 8.52 —395.11 52.32 4.76
m7w4s 12 —421.45 90.79 8.25 —395.51 50.19 4.56
moewss 12 —417.84 87.80 7.98 —393.85 48.42 4.40
ms5weés 12 —413.08 88.83 8.08 —389.70 46.33 4.21
m4w7s 12 —409.66 90.71 8.25 —388.05 54.69 4.97
m3w8s 12 —406.37 86.19 7.84 —386.33 56.45 5.13
m2w9s 12 —407.83 76.25 6.93 —391.44 57.29 5.21
miwio0s 12 —404.44 73.24 6.66 —389.72 62.27 5.66
wiis 12 —401.20 74.77 6.80 —388.26 66.66 6.06
15(4-1) m3wlir-mil 5 —160.57 33.92 6.78 —150.76 35.86 7.17
16(5-1) mbsr-wi 6 —209.40 41.25 6.87 —193.96 33.10 5.52
16(4-2) m3wir-2mi(1,1) 6 ~195.04  56.63 9.44 ~184.46  50.15  8.36
m3w1r—2m1(1,3} 6 —189.89 60.69 10.11 —177.78 44.24 7.37
b6(4-4) m2mwm?2 7 —220.47 27.84 4.64 —204.74 21.47 3.58
mwmwm2 7 —215.86 33.51 5.58 —201.60 18.49 3.08
mwmwmw 7 —212.42 30.65 5.11 —200.34 22.54 3.76
w2mwmw 7 —210.13 26.32 4.39 —199.51 23.86 3.98
mww2mw 7 —208.13 33.47 5.58 —198.48 26.23 4.37
w2mww2 7 —207.15 27.90 4.65 —198.26 26.78 4.46
w2w2w2 7 —202.96 31.01 5.17 —196.48 31.91 5.32
mww2w2 7 —205.30 30.21 5.03 —197.28 28.74 4.79
m2w2mw 7 —211.51 36.48 6.07 —202.07 27.86 4.64
ma2w2m2 7 —216.05 31.16 5.19 —203.55 25.13 4.19
c8 mbw3c 11 —331.17 24.08 3.01 —307.14 30.56 3.82
mdw4c 12 —341.18 17.11 2.14 —319.27 21.34 2.67
m3wsc 12 —337.67 15.94 1.99 —318.44 23.83 2.98
m2wéc 12 —333.81 20.12 2.51 —317.63 26.52 3.32
miw7c 12 —330.03 20.77 2.60 —316.91 28.57 3.57
w8c 12 —326.18 27.15 3.39 —315.84 30.39 3.80
c8-lasso m4w4c-mi 13 —369.71 38.44 4.27 —350.33 42.17 4.69

298

“ Interaction energies Ej,. and Gibbs free energies of interaction AGist in kJ mol™*. The M06-2X values for the clusters m8wi1s, m8w3s, m9w2s, and
m10wls are based on aug-cc-pVDZ geometries, ZPE, and thermal corrections to AGiy;.

In these QCE calculations it is especially important to
provide a representative and comprehensive set of cluster
motifs as it has been shown earlier.?" In this study 93 clusters
like ring, spiro, book, bicyclic, lasso and cubic structures have
been included. The full cluster set (95 including the two
monomers) with the naming convention is provided in
Table 1 and some representative structures illustrating the
notation are presented in Fig. 1. The various structures of the
clusters required by the QCE model are denoted as m,w,t where
m and w indicate the monomers MeOH (m) and water (w); x and
y mean the numbers of the corresponding monomers, and ¢
indicates the cluster type i.e. mon: monomer, dim: dimer, r:
monocyclic ring, be: bicyclic ring, s: spiro cluster®! in which two
rings are connected through a common water molecule which
establishes four hydrogen-bonds (2 donor and 2 acceptor)
towards the two rings; I: lasso, b: book, c: cubic. The ring size

8470 | Phys. Chem. Chem. Phys., 2015, 17, 8467-8479

of monocyclic clusters (r-type clusters) equals x + y; for spiro
cluster besides the total clusters size in parentheses also the
numbers of molecules participating in the connected rings are
given. For lasso structures in parentheses the numbers of
molecules within the ring and of those connected to the ring
as well as the points of attachment are given. In the case of
seven-membered clusters besides monocyclic rings also bi- and
polycyclic structures consisting of a five- and four-membered ring,
denoted by bc7(5-4), have been found. Because previously linear
chain and lasso structures were found to be less important®*>*”*® in
the cases of primary alcohols, especially MeOH, within the QCE
model only a few of these type of clusters were included. The reason
of their smaller contribution originates from the smaller increase
(as absolute value) in the interaction energy with the cluster size
compared with cyclic structures where the cooperativity effect'®%*%*
plays a key role.
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Fig. 1 Plot of the main cluster types (ring, spiro, cubic, book, lasso, and
bicyclic).

Because not only the temperature but also the composition
dependence of the cluster distribution were planned to be
studied, the ring, spiro and cubic clusters were created with
all the possible compositions. Hence, starting from pure water
clusters, water molecules were successively replaced by methanol
molecules with the restriction that the cluster motifs remain
unchanged. Therefore, in the case of the spiro clusters one water
molecule had to be retained; in the case of the cubic c& clusters
four water molecules are needed to be kept; in case of the ring
type clusters, no such restriction applies. The replacements have
been carried out according to the previous findings:*” in structures
with adjacent MeOH molecules the methyl groups were oriented to
different directions (i.e. up-down, respectively). Furthermore, the
replacements have been done more or less randomly within the
structures, keeping in mind that the appropriate selection of cluster
motifs®* (i.e. inclusion of the cubic, the ring and the spiro cluster
classes) is more important than the strict placement of the methyl
groups or using strictly the putative global minimum structure of a
given cluster type. Cartesian coordinates of all clusters optimized
with B3LYP-D3/TZVP and MO06-2X/aug-cc-pVTZ methods are
available as ESL.}

Results and discussion

Values of a,rand by, obtained by fitting to experimental isobars
for MeOH-water binary mixtures of different composition
[molar fraction x(MeOH)] are summarized in ESI,f Table S1.
With increasing methanol molar fraction, the a,¢ value also
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increases, from 0.19 up to 0.41 ] m> mol~'. At the same time,
the fitting becomes less accurate as shown by the increase of
the mean absolute error (MAE). Importantly, the ratio of @y,¢/bxy,
is not constant but shows a parabolic shape. As a consequence,
the application of the one-parameter variant of the QCE model
to the methanol-water mixture might be problematic.

A similar dependence of the quality of the fitting on the
composition has also been found for the DMSO-water binary
system.>® However, while in DMSO-water the deviation
increases with increasing water content, in the MeOH-water
mixture the quality of the fit becomes less satisfactory with
increasing x(MeOH), i.e. with decreasing water content. For
DMSO-water these deviations had been attributed to the rather
small clusters used.*® In the present case of MeOH-water not
only larger clusters but also a more extensive cluster set has
been used.

In the case of neat water the cubic w8c cluster has been
shown to dominate at low temperatures,®"*> although neglecting
it led to slightly more accurate isobars. To check the importance
of this cluster type in binary MeOH-water mixtures, the fitting to
experimental isobars has been done with and without these ¢&
clusters. Experimental isobars of neat water, neat MeOH, and of
the 30, 60, 80 w% MeOH-water mixtures and those calculated by
the QCE model using B3LYP-D3 results are shown in Fig. 2.

Compared with experiment a somewhat too small slope of
the isobars - irrespective of the composition - is obtained. As
ESI, Table S2 shows, when cubic c8 clusters are excluded, the
values of a,¢ and by, are only slightly changed. Isobars as well
as the values of a,,r and by, obtained from M06-2X calculations
differ only marginally from those based on B3LYP-D3 calculations
(Tables S1 and S2, ESI¥).

The quality of the fit only marginally depends on whether
cubic clusters are included in the set or not (Fig. 2). The
numbers of clusters corresponding to a specific x(MeOH) is
shown in ESIf Fig. S1. Although the number of clusters vary
with x, overall the chosen cluster set should allow for a balanced
description of the MeOH-water mixture over the whole range of
MeOH content.

Based on these optimal parameters a,s and b,, in the
following, first interaction energies and distribution of the
individual clusters considered for the MeOH-water binary
mixture will be presented. Second, thermodynamic properties
(heat capacities Cj,, excess enthalpies, entropies, Gibbs free
energies, and volumes of mixing, H® S, G¥, and VE) derived
therefrom will be compared with the corresponding experimental
data as well as those obtained from previous calculations (molecular
dynamics and Monte Carlo simulations).

Cluster distribution in MeOH-H,O binary mixture

B3LYP-D3 as well as M06-2X interaction energies Ej,. and Gibbs
free energies of interaction AGis for the whole cluster set used
in the QCE procedure are presented in Table 1.

While interaction energies are strongly negative and approxi-
mately correlate with the number of hydrogen bonds, Gibbs free
energies of interactions are invariably positive and do not show

any correlation with the number of hydrogen bonds.

Phys. Chem. Chem. Phys., 2015, 17, 8467-8479 | 8471


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c4cp05836d

Open Access Article. Published on 30 January 2015. Downloaded on 11/24/2022 8:06:22 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper
42+ 100 w%
40
384 experimental
i —— calculated NO cubic
364 <& calculated + cubic
34+ 80 w%
g 32-
o]
2 304
£ . 60 W%
284 W7
26+
24-
] 30 w%
22-
20+
~ 0w%
18
280 200 300 310 320
T/K

Fig. 2 Plot of experimental isobars®® of neat water, neat MeOH and 10,
30, 60, 80 w% MeOH-water mixtures versus those obtained by the QCE
model with and without inclusion of the cubic c8 clusters.

According to the study of Thakkar et al>' dispersion-
corrected density functionals work reasonably well for MeOH
clusters compared with CCSD(T) results. Furthermore, M06-2X/
aug-cc-pVDZ interaction energies per molecule of both linear as
well as cyclic MeOH clusters were found to be nearly identical to
those obtained by MP2/aug-cc-pVIZ calculations.” In contrast,
B3LYP without dispersion corrections resulted in larger deviations."
Comparison of the present B3LYP-D3/QZVP//TZVP and M06-2X/
aug-cc-pVTZ interaction energies with our previous MP2(fc)-CP/
6-311++G(d,p) results indicate more negative E;, values but
nearly identical trends for both density functionals (Fig. S2,
ESIt). Moreover, B3LYP-D3 calculated interaction energies for
the full cluster set considered in this paper (Table 1) are in close
agreement with the corresponding M06-2X/aug-cc-pVIZ values
(R* = 0.998, Fig. S3, ESIf). Thus, we are confident that the
functionals used are appropriate for this study.

The population (based on the B3LYP-D3 calculations) of
pure water, pure methanol as well as mixed clusters without
further distinction of their composition at three different
temperatures (273, 298, and 323 K) is displayed in Fig. 3.

Irrespective of the temperature mixed clusters dominate
over a wide range of the composition of the binary MeOH-
water system (>60% in the range x(MeOH) = 0.1 to 0.8). Only a
slight decrease of the contribution of mixed clusters with
increasing temperature is found (Fig. 3). It is interesting to
note that NMR relaxation time measurements of MeOH-water
mixtures have indicated that at low temperatures T}, < 245 K
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Fig. 3 Population (%) of B pure methanol clusters, @ pure water cluster,
A mixed MeOH-water clusters at 273 K, 298 K, and 323 K based on the
B3LYP-D3 calculations.

clusters between the same species prevail while above T}, mixed
clusters are preferred.®®

Since the lowest temperature considered here (T = 273 K) is
well above Ty the predominance of mixed clusters in the
intermediate molar fraction region is in line with these experi-
mental findings. Although we have taken into account only
clusters up to 11 molecules, our result obtained for the max-
imum population of mixed clusters at x = 0.365 (273 K) is in line
with the mass spectroscopy experiments of Wakisaka.>® From
these experiments it had been concluded that above x(MeOH) =
0.375 the self-association of alcohol clusters becomes more
preferred with increasing x(MeOH).>® The gross populations of
pure and mixed clusters based on M06-2X/aug-cc-pVTZ calculations
are quite similar to those obtained by B3LYP-D3 (Fig. S4, ESIT).
The most notable difference concerns mixed clusters which
show lower populations over the whole range of x(MeOH) than
those based on B3LYP-D3 calculations [<70% (M06-2X) at
T = 298 K compared with up to 90% (B3LYP-D3, Fig. 3)]. For
DMSO-water binary system a similar distribution of pure water,
pure DMSO, and mixed clusters had been found.*® However,
the drop and/or rise of the pure clusters is less steep in DMSO-
water than in MeOH-water.

For instance, ~60% pure water clusters at x(DMSO) = 0.2 and
~60% pure DMSO clusters at x(DMSO) = 0.8 had been calculated*®
compared with ~20% pure water clusters at x(MeOH) = 0.2 and
~40% pure MeOH clusters at x(MeOH) = 0.8 (Fig. 3). Conse-
quently, the population of the mixed DMSO-water clusters is

This journal is © the Owner Societies 2015
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significantly lower (<60%)® than that of mixed MeOH-water
clusters.

The population of the various cluster classes irrespective of
their composition (based on the B3LYP-D3 calculations) is
presented in Fig. 4a (cubic ¢8 clusters included) and Fig. 4b
(populations with cubic ¢8 clusters neglected).

The results in Fig. 4a show that only some of the used
clusters are important to consider when including cubic clusters.
These are the five- and six-membered monocyclic structures with
only one ring, the 8-membered cubic clusters and the s9 and s11
spiro-type clusters. In line with previous findings for neat
water*>? the population of cubic ¢8 clusters decreases with
increasing temperature. Nevertheless, this cluster type by far is
dominating up to x(MeOH) = 0.7 (273 K), and x(MeOH) = 0.5
(323 K). Since these clusters contain at least 4 water molecules it
is not surprising that at higher MeOH contents their population
drops significantly while the populations of monocyclic clusters
(r5 and especially r6) where there is no such restriction with
respect to the number of water molecules increase substantially
at high x(MeOH). The presence of such cyclic structures in
liquids capable of forming hydrogen bonds has been corrobo-
rated by experimental studies (soft X-ray emission®® and X-ray
absorption augmented by DFT calculations®’). Especially at
lower temperatures the spiro-type cluster s11(6-6) is quite
important for mixtures with relatively high MeOH content

Population %
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(maximum of ~25% at x(MeOH) ~ 0.8 and T = 273 K, Fig. 4).
The populations of s9 spiro type clusters are fairly constant over
the whole composition of the MeOH-water mixture at low
temperatures; at T = 323 K this cluster type is also populated
(10-20%) especially in the water-rich region.

If cubic clusters are neglected in the QCE model (Fig. 4b),
the spiro-type clusters s11(6-6) and especially s9(5-5) dominate
in the water-rich region at lower temperatures (up to x(MeOH) =
0.6 at T = 273 K); with increasing temperature their contribu-
tion decreases from ~50% (T =273 K) to ~35% (T = 323 K) for
neat water. Since at least one water molecule is required for the
spiro motif, the population steadily decreases with increasing
MeOH content. In contrast to spiro clusters, the populations of
monocyclic rings (75 and r6) steadily increase with x(MeOH). As
a consequence, neat MeOH is almost exclusively (>90%)
composed of five- and six-membered ring clusters. Since cubic
clusters require at least four water molecules, this result holds
irrespective whether ¢8 clusters are included or not in the
cluster set used to describe the MeOH-water system. Interest-
ingly, seven-membered monocyclic rings r7 are not negligible at
higher temperatures and low MeOH content (Fig. 4b).

Populations of individual clusters, i.e. distinguished by
composition, are plotted in Fig. 5a (including cubic clusters)
and Fig. 5b (neglecting cubic clusters). Dominating clusters are
the cubic, spiro (s9 and s11), and ring-type structures while

100

: (b) 273K

Population %

08 1.0

0.4 .
X (MeOH)

0.6

Fig. 4 Plot of the population of the cluster classes (a) including and (b) excluding cubic c8 clusters (for clarity, only clusters with populations >10% are

shown).
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book, lasso and bicyclic clusters are of minor importance.
Concerning cubic clusters, for neat water the w8c cluster is by
far dominating, ~70% at T = 273 and 298 K, ~40% at T =
323 K. With increasing MeOH content the population of this
cluster drops quite quickly (~10% for x(MeOH) = 0.2). In the
water-rich region with x(MeOH) < 0.3 the miw7c structure
becomes the dominating cubic cluster with a relatively sharp
maximum at x(MeOH) ~ 0.15. In the intermediate region,
x(MeOH) = 0.2 to 0.7 the largest population is obtained for
m3w5c and, to a lesser extent, for m4w4c. Especially at lower
temperatures (7 = 273 and 298 K) and low MeOH content
(x(MeOH) = 0.1-0.4) the m2wéc cluster is significantly populated.
An increase of the temperature results in a decrease of the
populations of these cubic clusters. With respect to spiro-type
clusters, in neat water and at very low MeOH content (x < 0.15)
only w9s is significantly populated with the population increasing
at higher temperatures at the expense of w&c. The only other
spiro-type cluster is mi10wis at T = 273 K for x(MeOH) > 0.5
(maximum of 20% at x(MeOH) = ~0.9). While monocyclic ring
structures consisting solely of water molecules (wé6r, w7r) are of
minor importance (<15% at T = 323 K and even less at lower
temperatures), the analogous MeOH clusters m5r and mé6r
become increasingly important with increasing MeOH content.
As mentioned above, neat MeOH can almost exclusively be
described by these two cluster types. At T = 323 K the dominant

cubic: —— w8c
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cluster in the region x(MeOH) = 0.6-0.8 is m5wir. The analo-
gous plot obtained with M06-2X for T = 298 K is shown in
Fig. S5 (ESIt). Similar to the B3LYP-D3 results, the dominating
cluster types at low MeOH content are the cubic clusters w&c
and miw7c and at high MeOH content the mé6r ring structure.
In the range x(MeOH) = 0.6-0.9 the cyclic cluster m5wir is
already significantly populated (10-20%) at T = 298 K. Interest-
ingly, in contrast to the B3LYP-D3 results, the five-membered
cyclic m5r cluster does not show any substantial population at
T =298 K.

Fig. 5b presents cluster populations obtained when cubic
clusters are excluded. In the MeOH - rich region (x(MeOH) >
0.8) where cubic clusters are of minor importance, the cluster
distribution is quite similar to that obtained with cubic clusters
included. The most important contributions are due to the five-
and six-membered monocyclic rings m5r, mér, and m5wir. Of
course, for neat MeOH the population of this latter cluster
drops to 0 (Fig. 5b). For neat water and low MeOH content a
significant increase of the spiro-type water clusters w9s and
wils can be seen. At higher temperatures the contributions
of these clusters decrease in favor of monocyclic rings wér and
wsr (at T = 323 K). This is in agreement with Wakisaka’s
results,® that self-associated clusters are formed predominantly
at low molar fraction (water clusters) and high molar fraction
(x > 0.375, methanol clusters).

273 K

o
?

spiro: —y— m6wa3s, —-A-- m3wes
- mOw2s, —v— w11s

0
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T 40
>
3
S 204
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Fig. 5 Plot of individual cluster distributions (a) including and (b) excluding cubic c8 clusters (for clarity, only clusters with populations >8% are shown).

8474 | Phys. Chem. Chem. Phys., 2015, 17, 8467-8479

This journal is © the Owner Societies 2015


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c4cp05836d

Open Access Article. Published on 30 January 2015. Downloaded on 11/24/2022 8:06:22 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

PCCP

Table 2 Comparison of the calculated excess thermodynamic quantities
(HE, SE, GF) with data obtained from other experimental and theoretical
studies. Units are kJ mol™ and J K™* mol™*

MD/ OPLS/ QCE QCE
x(MeOH) Exp.t”8% 91 2pT°®  TIP4P** B3LYP-D3 MO06-2X
0.05 H® -0.57 -0.18 -0.25 -0.81 -0.40

s -2.48 -0.70 -1.01 -2.91 -2.02
G¢ 017 0.06  0.05 0.11 0.20
0.27 H® -0.88 -0.66 -0.32 -2.18 -0.49
St -3.93 -3.31 -3.42 -8.44 -4.25
GE  0.29 0.37  0.70 0.42 0.78
0.54 H® -0.79 -0.82 -0.32 -1.67 -0.17
SE -3.69 -3.93 -3.50 -7.45 -3.84
G® 031 0.42  0.72 0.63 0.97
0.70 H® -0.61 -0.73  -0.22 -1.06 0.16
ST —2.89 -3.39 -2.77 -5.48 -2.99
G® 025 0.35  0.61 0.61 1.05

Calculated thermodynamic functions for methanol-water
binary liquid mixtures

Based on the QCE calculations, the following thermodynamic
functions are available from the canonical partition function
according to eqn (22)-(29) in ref. 33 for the different tempera-
tures and compositions: internal energy, enthalpy, entropy,
Gibbs free energy, Helmholtz free energy as well as second
derivatives of the partition function, like constant pressure and
constant volume heat capacities.

In Table 2 we compare the experimental excess enthalpies,
entropies, and Gibbs free energies of mixing®*®>¢7:6%8891 yyith
those calculated by the QCE model as well as those obtained

‘T 5000 —"— calculated
--@--- experimental NO cubic clusters
-2500 I I | I I I
0.0 0.2 0.4 0.6 0.8 1.0
x (MeOH)

Fig. 6 Comparison of experimental and calculated excess enthalpies of mixing HF (a)

well as the cluster set without the cubic c8 clusters at different molar ratios.
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from a molecular dynamics simulation/two-phase thermodynamics
(MD/2PT)* for different compositions of the MeOH-water system.

The excess enthalpies of mixing H* (eqn (5)) (Fig. 6a) and the
excess entropy of mixing ¥ (eqn (6)) (Fig. 6b) obtained by the
QCE calculations with and without inclusion of cubic clusters
are plotted against experimental data.?**°

H(x) = H(x) — [H(H,Oy;q) x (1 — x) + HMeOHj;) x x]  (5)

The enthalpy values H are taken from the PEACEMAKER
output, where H(H,Oyiy) and H(MeOHj;q) are the values for x =
0.0 and x = 100.0, respectively. Compared with experiment, the
values of H® are too negative but the minima of the curves
occur approximately at the same molar fraction (x ~ 0.36). In
contrast, MD/2PT°® with the SPC/E model for water (which gave
the best results) and even more so OPLS/TIP4P®* calculations
resulted in less negative H® values than experiment (Table 2).
Neglecting cubic clusters leads to considerably less negative
excess enthalpies of mixing HY, i.e. values closer to experiment
but with a minimum shifted to much higher MeOH content,
x(MeOH) ~ 0.8 (Fig. 6a). The excess entropy of mixing S¥ is
computed according to eqn (6).

S%(x) = S(x) — [S(H2O01iq) x (1 — x) + S(MeOHy;q) X x]

+R[xIn(x) + (1 — x)In(1 — x)] (6)

Similar to the excess enthalpies of mixing too negative values
for S® are obtained when cubic clusters are included. Without
cubic clusters nearly perfect agreement with experiment is
obtained (Fig. 6b). While OPLS/TIP4P®* calculations resulted
in less negative S* values than experiment, MD/2PT S* values

0 + cubic clusters
7 -2
S
E4] N e
v
- -6+
LlJU) —8—'
00 02 04 06 08 10
O'L‘\- NO cubic clusters /J
o I Ny
'6 2 i ..‘.-_Tl\.\ - PY ./
€ 4 o M—m—on—N
¢ J
- -6 1
w g ] —m— calculated
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X (MeOH)

8990 excess entropies of mixing ST ()° for the full cluster set as
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Fig. 7 Comparison of experimental®® and calculated excess Gibbs free
energies of mixing Gt for the full cluster set as well as the cluster set

without the cubic c8 clusters at different molar ratios (T = 298 K).
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Fig. 8 Comparison of experimental®® and calculated excess volumes of
mixing VE.

were less negative than experimental data at low and more
negative at high x(MeOH), see Table 2.°

Combining H* and S” results to Gibbs free energies of mixing
via G* = H* — T'S®. G" values agree relatively well with the experi-
mental data (Fig. 7), although more positive. Compared with the G*
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values obtained by MD/2PT>® or OPLS/TIP4P** the corresponding
QCE data are more and less, respectively, positive except at
x(MeOH) = 0.05 (Table 2).

Excess thermochemical quantities of mixing obtained by the
QCE model using M06-2X interaction energies and vibrational
frequencies show the following (Table 2 and Fig. S6, ESIT): the
H" values are less negative than those obtained with B3LYP-D3
or even positive in the methanol rich region (x > 0.7); S* values
are in quite good agreement with experimental values espe-
cially in the case of the full cluster set. As a consequence, the G*
values are more positive than the experimental ones or those
calculated by the B3LYP-D3 functional.

The calculated dependence of the excess Gibbs free energy
of mixing for the only other binary solvent system treated so far
by the QCE model (DMSO-water) closely matches the experi-
mental curve, especially the minimum at x(DMSO) ~ 0.4. In
contrast to MeOH-water, for DMSO-water G* is negative over
the whole range of x(DMSO). However, similar to the MeOH-
water results, the QCE model yields for DMSO-water also too
positive G* values compared with experiment.*®

Other quantities which can be compared with experi-
ment are excess volumes of mixing V* (Fig. 8), heat capa-
cities C, (Fig. 9), and excess heat capacities of mixing Cj,
(Fig. S7, ESIf). V" and Cp were calculated in analogy to
eqn (5). Since the parameter fits have been carried out to get
good agreement between experimental and calculated molar
volumes (Vy,), the calculated V* values agree nearly perfectly with
the corresponding experimental data®® as well as those obtained
from a Monte Carlo simulation of TIP4P water and OPLS MeOH
mixtures.®*

The heat capacities C, or the excess heat capacities of
mixing Cj are the least satisfactorily reproduced quantities by
the QCE calculations, irrespective of whether BALYP-D3 or M06-2X
results were used (Fig. 9, Fig. S7 and S8, ESI). Such discrepancies

80 @O e 00 0.0 9. .0 ¢
1 b
5 + cubic clusters
S 604
=
0404
—a— calculated
00 02 04 06 08 10
80| @ @ O 000 0.0 .0 . .q
—k .."
E 60 NO cubic clusters
ZQ /.,/—l—’.’.
O 40 .’-I—’./-/-
r-l—l’ ---@--- experimental
00 02 04 06 08 10
X (MeOH)

Fig. 9 Comparison of experimental®”°2°% and calculated heat capacities
CpoatT=29815K
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had already been noticed in the original QCE publication.”®
One possible explanation of this deviation is the application of
harmonic oscillator approximation even for the low frequency
vibrations. In line with this, the vibrational contribution (Cjp)
obtained from the vibrational partition function possess the largest
amount of contribution to Cp, also in accordance with ref. 33.

Furthermore, it should be considered that the heat capacity
is the second derivative of the partition function. Thus it is
affected more by the applied approximations in the model than
the other first derivative quantities.

Conclusions

The quantum cluster equilibrium model has been applied for
the binary mixture of MeOH-water. Structures and interaction
energies for a set of 93 clusters of different size, composition as
well as class (chain, monocyclic rings, spiro, lasso, bicyclic,
cubic) have been calculated by density functional theory
(B3LYP-D3/QZVP and M06-2X/aug-cc-pVIZ including counter-
poise BSSE corrections). B3LYP-D3 results in somewhat more
negative interaction energies but the observed trend closely
matches that obtained by M06-2X. The two fitting parameters
ams and by, used in the QCE model were obtained by fitting to
experimental isobars of MeOH-water binary mixtures with
varying composition. Isobars based on B3LYP-D3 and M06-2X
calculations were quite similar. With increasing MeOH content an
increasing deviation between calculated and experimental isobars
was found. Cluster distributions calculated by the QCE model
using either B3LYP-D3 or M06-2X were quite similar with one
notable exception: while the monocyclic ring-type clusters m5r and
mér both were found quite significant at high MeOH content with
B3LYP-D3, only m6r showed a substantial population (50-100% in
the range x(MeOH) = 0.7-1.0) based on M06-2X interaction energies
and vibrational frequencies. Cubic ¢8 cluster structures like w8c or
miw7c were found to dominate at low MeOH content whereas
monocyclic ring structures, especially mé6r were the most
important clusters for x(MeOH) > 0.8. In the intermediate
region, x(MeOH) ~ 0.4 to 0.7 the cubic cluster m3w5c is the
dominant species. With increasing temperature the populations
of these clusters decrease with a concomitant increase of other
cluster populations, e.g. the monocyclic ring structure m5wir.
Compared with experiment the calculated (B3LYP-D3)
excess enthalpies of mixing H* of methanol-water are some-
what too negative, those based on M06-2X are less negative and
show larger overall deviations from the experimental curve in
the methanol rich region. Excess entropies of mixing S® are also
too negative with B3LYP-D3 while those based on M06-2X
nearly perfectly match the experimental S* vs. x(MeOH) curve.
Calculated excess Gibbs free energies of mixing G* by either
density functional are more positive than experimental values
With respect to previous molecular dynamics simulations of
the MeOH-water mixtures,”®®* the QCE model based on
B3LYP-D3 calculations consistently results in excess enthalpies
H® and especially entropies S® of mixing which are more
negative. Excess Gibbs free energies of mixing G* are slightly

This journal is © the Owner Societies 2015
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more positive than the MD/2PT results of Pascal and Goddard®®
and slightly less positive than or even equal to the MD results of
Tanaka and Gubbins.®* The calculated excess volumes of mixing
compare well with experiment. Significant deviations between
calculated and experimental heat capacities C,, and excess heat
capacity of mixing Cj; were found.
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Abstract

The inclusion complexation of calix[6]arene hexasulfonate pittitrophenol has been studied by photoluminescence (PL), differential
scanning calorimetry (DSC) and quantum-chemical methods in agueous media. The results indicate 1:1 complex stoichiometry. The directly
measured molar enthalpy of inclusion shows strong interaction between the host and the guest, however the entropy change of the complex
formation is negative and quite high. Therefore, the Gibbs free enthalpy change of the complex formation is small resulting in a relatively
low complex stability. This well-known enthalpy—entropy-compensation effect is probably due to the increased freedom of guest molecules
relative to the host calixarenes and also due to the increased disorder of solvent molecules after the complex has been dissociated. The
good correlation between the van't Hoff enthalpy determined by PL studies and the calorimetric enthalpy reflects the two-state character of
complexation. Quantum-chemical investigation suggests interaction between the host and the guest in agreement with earlier results.
© 2004 Elsevier B.V. All rights reserved.

Keywords: Inclusion compound; Host—guest complex; DSC; Enthalpy of inclusion; Calixarenes

1. Introduction The selectivity of complexation with different species can
be modified by changing the cavity size and by the incorpo-
The recognition of neutral organic molecules by synthetic ration of functional groups in the lower and/or upper rim
receptors is a topic of current interest in supramolecular- andof the calixarene molecule. In our recent papgr3-15]
also in analytical chemistrid,2]. Calix[nJarenes if = 4—6, the complexation behavior and the factors controlling the
8) represent a fascinating class of macrocycles due to thethermodynamic and kinetic stability or selectivity of some
simplicity of their well-defined skeleton, which is associated calixarene derivatives towards neutralelectron deficient
with versatile recognition properties towards metal or organic aromatics were reported. In addition, the binding character-
ions and neutral molecul¢3,4]. Recent reviews summarize istics of water-soluble calixarenes with iron iofis6] and

their thermodynami¢5] and redox propertiefs], applica- with Cg fullerene[17] have also been published.

tions in analytical and separation scierfég modeling of The interactions of calixarenes with neutral species in-

their molecular dynamid8—10]and the extent of their metal ~ volve competition between complexation and solvation

ion binding character in solutidid 1,12] processes. Non-electrostatic forces arising from the interac-

tion of the electronic systems of neutral hosts and guests

are of primary importance. For example, calixarenes and

* Corresponding author. Tel.: +36 72 503600x4208; fax: +36 72 501518, €lectron-deficient aromatics can form complexes predomi-
E-mail addresskunsagi@ttk.pte.hu (S. Kuagi-Mat). nantly throughm—r type interaction, whilst the inclusion of

0040-6031/$ — see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.tca.2004.06.015
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SO;Na NO, flow was scanned between 0 and°8D A typical scanning
rate of 0.5 K/min was applied, however it was varied from 0.1
up to 2 K/min for each sample to check the effect of diffu-
sion of particles interacted and that of on the reaction rate of
OH 6 oH complexation. The experimental deviation of the calorimetric
1 2 results were estimated to He5mJ.
To avoid any interaction other than the interaction related
Fig. 1. Calix[6]arene-hexasulfonate sodium dads host ang-nitrophenol to the host — guest complex formation, the DSC curves of
2as guest. solutions of calixarene in buffer (i), calixarene in water (ii)

and buffer by oneself (iii) were recorded against water. No

aliphatic guests into the hydrophobic cavity can be stabilized significant differences between the curves of summed (ii)
by CH-r contacts. with (iii) and (i) were obtained, proving that no considerable

Calix[4]arene tetrasulfonate[18], and the thia- interaction between the buffer and the host calixarene exists.
calix[4]arene counterpar{19] have been reported to  Similar result was found for the gugsnitrophenol species.
bind small polar organic molecules (alcohols, carbonyl  The PL spectra of the different solutions were investigated
compounds, nitriles, acid derivatives, etc.) in aqueous by means of Fluorolog3 spectrofluorometric system (Jobin-
solution and the complexation was monitored mostlyHy Yvon/SPEX). For data collection a photon counting method
NMR spectroscopy. In these cases the importance of chargewith 0.2 s integration time was used. Excitation and emis-
assistance of the sulfonate groups in apolar binding of the sjon bandwidths were set to 1 nm. A 1 mm layer thickness of
guests was confirmed. Because of teNMR is relatively the fluorescent probes with front face detection was used to
seldom applied for identification of complexation, it may eliminate the inner filter effect.
worth to note that this technique has been successfully used The acid—base equilibria in the solutions of calixarene
to identify the clathrate formation of 2;Bis(9-hydroxy-9- 1 was studied by potentiometry using a combined pH sen-
fluorenyl)biphenyl with small solvent molecules (acetone sitive glass electrode (Triode pH electrode, ORION) and
and methanol). This reaction has been also studied by mean®rion 420 Aplus pH meter. The potentiometric measure-
of simultaneous TG-DSC measurement using isothermal ments were carried out at 250.1°C. The protonation was

and sca_nning mode of (_Jperatiti_TO]. _ studied in aqueous solution dfat concentration of 16> M
In this paper, the interaction between calix[6]arene- withionic strength of 0.1 M tetraethylammonium-perchlorate
hexasulfonate sodium saltas a host ang-nitrophenol2 ([EtsN][CIO4]) background salt. The estimated error of the

as a guestHig. 1) in aqueous media was investigated by pH measurements was found to be about 0.02 pH unit. Val-

photoluminescence (PL), differential scanning calorimetry ues of the stepwise protonation constafitand the overall

(DSC) and quantum-chemical methods. The stoichiometry protonation constanis; were computed with the HyperQuad

and the van’t Hoff enthalpy of the complex formation were 2000 (Protonic Software) computer progri2a—24]

determined by spectrofluorometric method. The calorimetric  Both calorimetric and fluorometric experiments were car-

molar enthalpy of the inclusion was determined from the heat ried out at pH 6.9 using phosphate buffer. 0.025 mol/kg

flow directly measured by DSC method. The fluorometrically disodium hydrogen phosphate (Merck) + 0.025 mol/kg potas-

determined van't Hoff enthalpy and the calorimetric enthalpy sium dihydrogen phosphate (Merck); pH 6.961, 6.912, 6.873,

were compared to examine the two-state behavior of the for- 6.843, 6.823, 6.814 at temperatures of 0, 10, 20, 30, 40550

mation of such a complex. Quantum-chemical investigations respectively.

were carried out to determine the most stable conformation  The equilibrium conformations of calixaredeand their

of the host—guest complex. complexes withp-nitrophenol2 were studied with semi-
empirical AM1 (Austin Model) method, followed by ab initio
HF/6-31G calculations. The Fletcher-Reeves geometry op-

2. Experimental timization method was used for the investigation of the con-
formers. The interaction energy of the studied species was

Calix[6]arene-hexasulfonate salvas prepared by thedi-  described at an ab initio level using HF/6-3"1Glculation.

rect sulfonation of the parent calix[6]arene with concentrated TIP3P method25] with extension to the solvent us¢26]

sulfuric acid[21]. p-Nitrophenol (p.a. grade) was purchased was applied for considering the solvent effect. All types of

(Merck, Germany) and used without further purification. calculations were carried out with the HyperChem Profes-

Calorimetric measurements were carried out with a highly sional 7 program packag27].

sensitive nano-11-DSC 6100 (Setaram, France) instrument.

The calorimeter is configurated with a platinum capillary cell

(volume = 0.299 ml). The samples were pressurized#6 3 3. Results and discussion

0.02x10° Pa during all scans. Using oil rotation pump, stan-

dard degassing procedure for 15min at about 15 Pa was ap- Fig. 2 shows the distribution diagram of the differently

plied before loading the samples into the capillary. The heat protonated species dfderived from the acid—base titration
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. 1o - sion complex. Sincp-nitrophenol also shows considerable
= emission and its emission band overlaps with the 495 nm band
E 804 of 1, the 330 nm peak of calixarene was used for the deter-
£ mination of complex stability.
S
E 3.2. Determination of the complex stoichiometry and
g 40 complex stability
g 20- Assuming a 1:1 stoichiometry, the complexation reaction
% can be written as follows (“H” refers to host while “G” means
0 the guest):
Ks
H+ G = HG Q)

Fig. 2. Distribution diagram of the differently protonated calixaréras a

: It is well known that in this particular case the concentra-
function of pH.

tion of the complex formed can be expressed as the function

by adjusting ionic strength with 0.1 M tetraethylammonium- of the initial concentrations ([d]and [Gb):

perchlorate background salt. Measurements were carried out
under purified nitrogen atmosphere. It can be clearly seen thafHG] = — (
near pH 7, compound exists in double protonated form. It 2
has to be noted, that the distribution curve of Cali¥Hhas a 5
wide maximum between pH 6 and pH 8.5 providing excellent

conditions for the investigation of its host properties. Since no i\/([H] o+[Glo+ E) —A4HGlor (@)
considerable abundance of other species has been observed

at this pH range, therefore pH 6.9 was chosen for the fur-
ther examinations. To minimize the effect of the temperature
change on pH, phosphate buffer was used which keeps th
pH constant at a wide range of temperature Seetion 2.

[Hlo + [Glo + Ki)

Assuming that the observed PL signal varies linearly with
the concentration of the complex formesk: is described by

*Eq. (3)
AF = fuG[HG] 3)

whereinAF =F — Fgis a difference between the PL intensity
In order to investigate the interaction bfvith 2, 1004 M obtained W'.th the cahxarermhltrophenol systgm andthat of
the free calixarene with the same concentration. The measure

solutions were prepared in phosphate buffer and the PL spec-

tra were recorded. Their evaluation revealed that the guestOf the PL signalsfy can be obtained for the individual HG

: . species relative to the PL signal of pure calixarene species at
molecule induced some changes in the spectra. The PL spec,Ehe same concentrations. By definition
trum of 1 exhibits two peaks at 330 nm and at 495 nm, the in- ' '
tensities of which were decreased in the preseng2¢rif. 3). F([G]) — F(HG])
According to our earlier resulf§3—17]we supposed that the fre = F([H])

spectral changes were induced by the formation of an inclu-

3.1. Effect of complexation on PL intensity

(4)

[HG]=[H]

Job’s method28] is widely used for the spectroscopic de-
termination of complex stability constants also in calixarene

351 cabersne - comerene s pritophend chemistry[29-33] The stability constant of the inclusion
= 3.0 { complex can be determined by the curve fittingEaf. (3)
hg - pitrophenol to the experimental data using the expression of [HG] from
= Eq. (2)
g 201 However, it is known that the equilibrium in similar
é 154 systems strongly depends on the temperature [84j].
= 10 The thermodynamic parameters for the individual complexes
’ formed in the calixarenp/nitrophenol system can be deter-
0.5 —=— 10" Mcalixarene mined from the van't Hoff equation:
Dot g MG AH AS
— T T 11— hMK=—-—=——-+— (5)
250 300 350 400 450 500 550 600 RT RT R

wavelength [nm]

whereAGis the Gibbs energy chang&Sthe entropy change
Fig. 3. The change of the PL spectra of calixarene derivatigbtained in andAH the enthalpy change associated with complex forma-
the absence and in the presence of“ll p-nitrophenol. tion.
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5 o 1.0 S
| - ®
o £
o > 0.84
= 1 £ U
£ 010 g
[5]
= S 0.6
kS
Q
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Fig. 4. Job’s plot of calixareng—p-nitrophenol system at different temper-
atures. Fig. 5. The excess heat capacity of the equimolar £10) mixture of 1 and
2 recorded against the phosphate buffer. Scanning rate is 1 K/min.

Inserting Eq. (5) for the formation constants into the ) ) ) ]
Egs. (2) and (3)the fluorescence change . (3)can be the scanning rate. This shape of the DSC curve is usual in
expressed as a function of tieH, ASvalues and théyg case of weak host-guest complexes [20]. _
coefficient. Fig. 6 shows the excess heat capacity of the equimolar

The thermodynamic parameters associated withithe ~Mixture of 1 and2 scanned by the rate of 0'53K/ min. Five
value were determined from the Job's curves by an iterative different concentrations varying between<110™* and 4.1

4 ) )
solution of Egs. (2) and (3)sing the expression ¢f value x 107" M were applied, keeping the same host-guest con-
from the van't Hoff equationg. (5). centration ratio at each individual run. The more diluted
In order to determine the thermodynamic parameters men-Solutions show lower excess heat capacities at each temper-
tioned above. 10° M stock solutions ofl and2 were mixed ature. Furthermore, the curves display that the excess heat
in four different [H]/([G] + [H]) ratio by stepwise addition capacity decreases with increasing the temperature for each
of n x 300ul host to (5— n) x 300wl guest solutionsK solution. This is consistent with the theoretical expectations:
= 1-4) keeping 10% M total concentration ([G] + [H]). The the amount of complexes, dissociated during the temperature
measurements were carried out at four different temperature<changes in a temperature unit, decreases by increasing the
and the iterative curve-fitting procedure was done simultane- l€mperature (séegs. (2) and (3) Accordingly, the measured

ously for the experimental dat&ify. 4). The plot ofAF as a excess heat capacity decreases with increasing temperature.
function of molar fraction of host gives an excellent fit, veri- OVerall, this shape of the DSC curves shows that the disso-

fying the 1:1 complex stoichiometry assumed abdale 1 ciation process is fast related to the speed of the change of

summarizes the thermodynamic parameters determined fronPOMPIex concentration, which is induced by the change of
PL studies. temperature at a given scanning rate. Consequently, the sys-

tem is in quasi-equilibrium state at each temperature. There-

fore, the change of the host—guest complex concentration
3.3. DSC measurements on the host—guest system 9 9 P

Fig. 5shows a typical DSC scan of the mixture of equimo- 251
lar (10-2 M) solutions of1 and2 recorded against the phos-
phate buffer with a scanning rate of 1 K/min. The excess
heat capacity was calculated by substraction of the baseline
(see later). The broad DSC curve reflects to fast dissociation
process compared to the speed of change of concentration.
This change is induced by the decreased complex stability at
higher temperature, and therefore, its speed is determined by

2.0+

endothermic

excess heat capacity in 10° J/gK

0.5t A
Table 1
Thermodynamic parameters of complexatior efith 2 0.0
Method Ks (25°C) AG AH AS 0 10 20 300 40 50
(dm?/ mol) (kJ mol) (kJ mol) (¥ Kmol) temperature in “C
DSC 192.6 -5.3(5) —68.2 (3) —185 (9)

Fig. 6. Excess heat capacity of the equimolar solutiorkafid2 scanned

PL 1454 —49(4) —6640) —181303) with the rate of 0.5 K/min.
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Fig. 7. The enthalpy chang®} of decomposition of the host—guest com-
plexes (left axis) plotted against analytical concentration of equimolar solu-
tions of 1 with 2. The solid line shows the change of the concentration of
the complex (right axis) while the temperature increases from 0 €50

driven by the temperature change is reflected in the DSC

curve.
The calculation of calorimetric enthalpies is based on the

125
enthalpy change of the reaction:
ARH = AI'I[H(-?"]diss
= AH{[HG(AH, AS,0°C)]
—[HG (AH, AS,50°C)]} @)

After the measurements were carried out with five differ-
ent, however equimolar concentrations of host and guest, iter-
ative curve-fitting procedure by a variation®H andA Swas
done for the experimental data plottedrég. 7. Table 1sum-
marizes the results determined by the procedure described
above using the data of the DSC measurements. It has to be
noted, that the enthalpy and entropy valueSable lare
the averaged values over the temperature interval between 0
and 50°C, where the complexation/decomplexation process
is studied.

3.4. The stabilization energy of the inclusion complexes

The binding ofp-nitrophenol2 by calixarenel detected
by PL and DSC studies, was examined by quantum-chemical

integration of the area under the excess heat capacity curvemethod, too. The interaction energy between the host and the
The baseline for these calculations was generated using theuest molecules was calculated by the procedure described

software of the calorimeter: a polynomial baseline was gen-

erated by fitting it to the experimental baseline in the pre-
and post-transition regions. Although this approximation of
setting the baseline with a polynomial fitting was found to be
widely used in such type of experiments, it is not free of an
error, which is inversely proportional to the height to width
ratio of the calorimetric peak. However, in our case this error
was found below 0.5% of the total reaction enthalpy.

Fig. 7shows the enthalpy changes of the dissociation plot-
ted against the analytical concentration of equimolar solu-
tions of1 and2. The solid line shows the change of the com-

plex concentration while the temperature increases from 0 to

50°C. As itis well known, the concentration of a host—guest

complex varies with the temperature as the complex stability
constant is affected by the temperature during a DSC run.
Therefore, we are unable to determine the concentration of
the analyte and consequently, the thermodynamic parameters

from a single DSC run.
However, using the expression of the stability conskant
from the van't Hoff equationEq. (5) the concentration of a

1:1 host—guest complex can be described as a function of the
molar enthalpy, entropy change and of the temperature. The

amount of the complex being dissociated while the temper-
ature increases from 0 to 3C ([HG]gisg) can be expressed

as the difference of concentrations of the complex at the two

temperatures:

[HG]giss = [HG (AH, AS, 0°C)] — [HG (AH, AS, 50°C)]
(6)

earlier [15]. All energies were determined in the presence
of solvent cage using TIP3P method [25,26], i.e. the solva-
tion enthalpies of the interacting species were considered in
this way. Only those conformations with tigenitrophenol
molecule located inside the calixarene cavity (i.e. interacts
with calixarene from the side of the upper rim) were found

The reaction enthalpy measured by DSC is the product of Fig. 8. Two views on the optimized structure of the inclusion complek of
the concentration of the complex dissociated and the molarwith 2.
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stable. The stabilization energy of the complex was evaluated [3] C.D. Gutsche, Monographs in Supramolecular Chemistry, vol. 1.
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Abstract: Citrinin (CIT) is a mycotoxin produced by several Aspergillus, Penicillium, and Monascus
species. CIT occurs worldwide in different foods and drinks and causes health problems for
humans and animals. Human serum albumin (HSA) is the most abundant plasma protein in human
circulation. Albumin forms stable complexes with many drugs and xenobiotics; therefore, HSA
commonly plays important role in the pharmacokinetics or toxicokinetics of numerous compounds.
However, the interaction of CIT with HSA is poorly characterized yet. In this study, the complex
formation of CIT with HSA was investigated using fluorescence spectroscopy and ultrafiltration
techniques. For the deeper understanding of the interaction, thermodynamic, and molecular
modeling studies were performed as well. Our results suggest that CIT forms stable complex with
HSA (logK ~ 5.3) and its primary binding site is located in subdomain IIA (Sudlow’s Site I). In vitro
cell experiments also recommend that CIT-HSA interaction may have biological relevance. Finally,
the complex formations of CIT with bovine, porcine, and rat serum albumin were investigated, in
order to test the potential species differences of CIT-albumin interactions.

Keywords: citrinin; human serum albumin; fluorescence spectroscopy; ultrafiltration; species differences

1. Introduction

Mycotoxins are toxic secondary metabolites produced naturally by filamentous fungi. Due
to their wide occurrence, mycotoxin contamination of various foods, drinks, and animal feed
is unavoidable, causing serious health problems for humans and animals [1]. The nephrotoxic
mycotoxin citrinin (CIT) is produced by Aspergillus, Penicillium, and Monascus fungi and appears
mainly in various cereals (e.g., maize, rye, oat, barley, wheat, and rice); however, CIT occurs in other
foodstuffs, as well (e.g., pomaceous fruits, black olive, spices, cheese, efc.) [2,3]. The wide occurrence
of CIT is associated with a relatively high thermal stability making its removal from contaminated
sources more difficult [4]. Recent studies suggest apoptosis induction and cell cycle arrest as its main
toxic impacts; however, the exact mechanism of action of CIT is not clearly understood yet [5-7].
Relatively little information is available regarding the toxicokinetics of CIT. Some studies suggest
that CIT is taken up by kidney cells through organic anion transporters [8,9]. Furthermore, recent
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investigations highlighted that both CIT and its inactive metabolite dihydrocitrinone [10] are present
in measurable levels in human blood and urine [11,12].

Human serum albumin (HSA) is the most abundant plasma protein in human circulation. In
addition to its role in the maintenance of oncotic pressure and pH of the blood, it also has antioxidant
and pseudo-enzymatic activities [13]. In addition, one of the most important functions of HSA
is the binding (and in this route the transport) of numerous endogenous molecules, drugs, and
xenobiotics; therefore, HSA can play a major role in their pharmacokinetics/toxicokinetics in many
cases [13,14]. Very relevant interactions of HSA with mycotoxins occur, e.g., in the case of ochratoxin
A which shows structural similarity with citrinin [15,16]. However, previous studies demonstrated
the presence of interaction between CIT and some albumin species [17,18], the complex formation of
CIT with human serum albumin is poorly characterized.

In this study the interaction of CIT with human serum albumin (HSA) was investigated using
fluorescence spectroscopy, ultrafiltration, and molecular docking studies. Our main goals were to
determine the stability of CIT-HSA complex, as well as to identify the primary binding site of CIT
on the HSA molecule. For deeper understanding of CIT-HSA complex formation, thermodynamic
studies were performed, as well. Furthermore, CIT-albumin interaction was tested on kidney cells
applying an in vitro cell culture, in order to examine its potential relevance. Finally, interactions of CIT
with bovine, porcine, and rat serum albumin were also investigated to explore the possible species
differences regarding CIT-albumin complexes. Our results clearly demonstrate that CIT forms a stable
complex with albumin suggesting the potential in vivo relevance of the interaction, which one should
keep in mind in the future.

2. Results and Discussion

2.1. Binding Constant of Citrinin-HSA Complex

Citrinin shows fluorescence properties only under an acidic environment (below pH 5) [19];
therefore, fluorescence quenching of HSA by CIT was examined in order to investigate CIT-HSA
interaction at physiological pH (pH 7.4; Aexc = 280 nm, Aem = 340 nm). Fluorescence emission spectra
of HSA (2 uM) in the absence and in the presence of increasing CIT concentrations (0.25-5.0 pM)
are plotted in Figure 1. Even the presence of CIT in nanomolar concentrations resulted in the
significant fluorescence quenching of HSA. During these measurements 5.32 + 0.01 was determined
as logK value at 25 °C (see details in Section 3.2.), suggesting a stable and relevant interaction
between CIT and HSA. The determined binding constant is similar to that of described regarding
warfarin-HSA interaction (logK ~ 5.3), which results in approximately 99% bonding in plasma
and, therefore, the long half-life of warfarin in human circulation [15,20]. Due to the blue shift
of the fluorescence emission maximum of HSA in the presence of CIT, determination of a binding
constant was repeated using different emission wavelengths (330-350 nm). No significant differences
were observed compared to the stability constant determined at a wavelength of 340 nm. Our
calculations strongly suggest 1:1 stoichiometry of the CIT-HSA complex, indicating the presence of
one high-affinity binding site of CIT on the HSA molecule.
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Wavelength (nm)

Figure 1. Fluorescence emission spectra of human serum albumin (2 uM) in the presence of increasing
CIT concentrations (0, 0.25, 0.5, 1, 2, 3 and 5 uM) in PBS (pH 7.4) (Aexc = 280 nm).
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The impact of pH on CIT-HSA interaction was also tested. Since albumin presents in its N
(neutral) form between pH 4.3-8.0 [13], during our experiments CIT-HSA complex formation was
investigated at pH 6.0, 7.0 and 7.8 in PBS buffer (T = 25 °C). Under these circumstances, only
slight changes of the stability of CIT-HSA complex was observed (pH 6.0 — logK = 5.25 + 0.01;
pH 7.0 — logK = 5.28 + 0.01; pH 7.8 — logK = 5.12 + 0.01). However, at pH 7.8 a larger decrease of
the logK value was noticed compared to logK values determined at pH 6.0 and 7.0.

2.2. Ultrafiltration Experiments

To confirm the presence of CIT-HSA interaction, as well as to identify the primary binding
site of CIT on HSA molecule, ultrafiltration experiments were performed. Since ultrafiltration is a
relatively long process (10 min in our experiments), this technique is not suitable to quantify the
binding constant. However, ultrafiltration is highly suitable to clearly demonstrate the complex
formation and to investigate different competitive interactions (and in this way to identify the binding
site with specific site markers) [21,22]. As Figure 2A demonstrates, the presence of increasing HSA
concentrations (1, 2.5, and 5 uM) led to the significant decrease of CIT in the filtrate. Since HSA
is an approximately 67 kDa sized macromolecule [15], it is not able to pass through the filter unit
with a 10 kDa molecular weight cut-off value. For this reason only the free (not albumin-bound)
molecules will reach the filtrate. These results confirm the presence of a relevant interaction between
CIT and HSA.

100 A

\§
\;

0 1 2 3 4 5
HSA concentration (uM)

.

CIT concentration in filtrate
(% control)

CIT concentration in filtrate
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Figure 2. (A) Citrinin levels in ultrafiltrates (1 uM CIT) in absence and presence of increasing HSA
concentrations; and (B) influence of warfarin and ochratoxin A (in the presence of 1 uM CIT + 5 uM
HSA) on citrinin concentrations in filtrate (see further details in Section 3.4.) (* p < 0.05).

Thereafter, the influence of site markers on CIT-HSA interaction was tested. Warfarin and
ibuprofen are commonly applied site markers of Sudlow’s site I and II, respectively [13]. HSA
contains three domains (I, II, and III) and each domain is built up from two subdomains (A and B). A
large cavity in subdomain IIIA hosts Sudlow’s site II (or drug binding site II); the typical ligands
of this binding site are the non-steroidal anti-inflammatory drug ibuprofen and benzodiazepines
(e.g., diazepam), and Sudlow’s site II is preferred by several aromatic carboxylates, as well [13].
Sudlow’s site I (or drug binding site I) is located in a cavity in subdomain IIA; however, it is smaller
compared to the cavity in Sudlow’s site II. The ligands of Sudlow’s site I are mainly bulky heterocyclic
anions and its typical ligand is warfarin. Tyr150 amino acid presumably plays a major role regarding
drug-HSA interactions, because its hydroxyl group commonly forms hydrogen bond during the
complex formation of HSA with different ligands [13]. Before ultrafiltration, samples contained 1 uM
CIT and 5 uM HSA in absence and presence of warfarin or ibuprofen (5 or 10 uM). In presence of
ibuprofen no significant changes of CIT concentrations were observed in the filtrate (data not shown).
In contrast, the presence of warfarin caused considerable increase of CIT in the filtrate suggesting the
significant displacement of CIT by warfarin (Figure 2B). It was plausible to hypothesize that CIT is a
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Sudlow’s site I ligand similarly to the other mycotoxin ochratoxin A (OTA) which shows structural
similarity with CIT [23]. Furthermore, the molecular location of the binding site of OTA and warfarin
is almost completely the same [24]. For this reason, molecular displacement of CIT by OTA was also
investigated. As Figure 2B demonstrates, the presence of OTA resulted in the significant elevation
of CIT in the filtrate, showing remarkable displacement of CIT even by 2.5 and 5 uM OTA. It is not
surprising because OTA binds to HSA with much higher affinity (logK = 7.4-7.6 at 25 °C) compared
to warfarin (and to citrinin as well) [15,20,25,26]. Since equimolar amount of OTA is able to bind
most of the HSA molecules [26] and because of the much higher affinity of OTA toward HSA, almost
complete displacement of CIT (1 uM) was observed in the presence of 5 uM OTA.

The strong quenching of the fluorescence of HSA by CIT as well as the remarkable displacement
of CIT from HSA in presence of Sudlow’s site I ligands warfarin and ochratoxin A show
a circumstantial evidence that the primary binding site of CIT is located in Sudlow’s site I
(subdomain IIA).

2.3. Fluorescence Investigation of Molecular Displacement of Warfarin and Ochratoxin A from HSA
by Citrinin

To support further the binding site of CIT obtained and the quantified stability constant of
CIT-HSA complex, competitive interaction of CIT with warfarin and ochratoxin A was investigated
using our models published earlier [20,25,26].

Warfarin shows fluorescence excitation and emission maxima at 309 nm and 389 nm
wavelengths, respectively. However, in presence of HSA warfarin exerts more than 15-fold higher
fluorescence signal, while the excitation maximum of HSA-bound warfarin is shifted to 317 nm and
providing the maximum fluorescence emission intensity at 379 nm [20]. In the presence of increasing
CIT concentrations (0.25-5.0 uM) significant decrease of the fluorescence intensities of warfarin was
observed (Figure 3), indicating the molecular displacement of warfarin from the surface of HSA
molecule [20].

10000

80001 0uMCIT

|

5 uM CIT

6000

4000 -

2000

Fluorescence intensity (RLU)

T T T 1
350 400 450 500
Wavelength (nm)

Figure 3. Fluorescence emission spectra of warfarin (1 uM) in the presence of HSA (3.5 uM) and
increasing CIT concentrations (0, 0.25, 0.5, 0.75,1, 1.5, 2, 3, 4 and 5 pM) in PBS (Aexc = 317 nm).

As it was discussed previously (in Section 2.2.), ochratoxin A binds to HSA with very high
affinity. Since OTA exerts strong fluorescence signal, the complex formation of OTA with HSA can be
easily followed by fluorescence polarization technique [23,25,26]. Previous studies also highlighted
that fluorescence polarization-based models are able to describe the molecular displacement of OTA
by different drug molecules or other compounds [25,26]. Since the calculated binding constant of
CIT-HSA complex was very similar compared to warfarin-HSA complex, fluorescence polarization
(P) values of OTA (1 uM) in presence of HSA (1.4 M) were determined in the absence and presence
of CIT or warfarin (1-30 uM). Figure 4 shows that both CIT and warfarin result in the decrease
of fluorescence polarization of OTA in a concentration dependent fashion. Since the rotational
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freedom of free (not protein-bound) OTA is much higher (therefore its P value is substantially lower:
Pota = 0.010-0.015, Pota—psa = 0.320-0.330) compared to its albumin-bound form, the decrease
of fluorescence polarization values suggests the molecular displacement of OTA from HSA [25,26].
Furthermore, as it was demonstrated in previous studies, depending on the binding affinity of
the competitor molecule the displacing ability could be higher or lower [25,26]. The very similar
P values in presence of CIT and warfarin recommend that the displacing abilities of CIT and warfarin
and therefore the binding constants of CIT-HSA and warfarin-HSA complexes are nearly the same;
which is in a very good agreement with the results of fluorescence quenching experiments (see in
Section 2.1.).
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Figure 4. Fluorescence polarization data of OTA (1 uM) in the presence of HSA (1.4 uM) and
increasing amounts of citrinin or warfarin in PBS (Aexc = 393 nm, Aem = 446 nm).

Based on steady-state fluorescence spectroscopic and fluorescence polarization studies, CIT is
able to displace both warfarin and ochratoxin A form HSA. These results confirm further that CIT is a
Sudlow’s site I ligand, strongly supporting our observations regarding the ultrafiltration experiments
(see in Section 2.2.).

2.4. Thermodynamic Studies

In order to investigate the temperature dependence of CIT-HSA interaction, binding constants
were determined (using Equation (1)) between 25 and 40 °C. The measured logK values of CIT-HSA
complex at different temperatures are summarized in Table 1. Data show higher stability of the
complexes at lower temperatures reflecting ground state complexes. Thermodynamic parameters
were also determined (using Equation (2)) in order to get deeper insight regarding the nature of
the binding forces. These interaction forces are usually van der Waals interactions, hydrophobic
forces, multiple hydrogen bonds or electrostatic interactions. The calculated negative AG value
(—29.96 kJ-mol~!) suggests the spontaneous binding process between CIT and HSA; it is within
the typical range of noncovalent interactions. AH and AS values of CIT-HSA complex formation
were —24.15 kJ- mol~! and +20.90 J- mol~!- K~1, respectively. These thermodynamic parameters are
mostly analyzed from the point of view of Ross and Subramanian [27]. During the interactions
between proteins and other molecules, the dominant role of van der Waals forces and hydrogen
bond formation typically results in negative values of both enthalpy and entropy changes. From the
point of view of the solvent molecules, positive value of the entropy change indicates hydrophobic
interaction between the macromolecule and the ligand, supposing the decomposition of the solvation
shells of the interacting molecules (or a part of them) leading to less ordered structure of water
molecules. Furthermore, the negative enthalpy change in combination with the positive entropy
change suggest the presence of specific electrostatic interaction. According to the calculated AH and
AS values the interaction seems to be an enthalpy driven process therefore electrostatic forces may
play a major role during the CIT-HSA complex formation.
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Table 1. Temperature dependence of citrinin-HSA interaction compared to warfarin-HSA complex
formation (logK values of warfarin-HSA complex are derived from the study of Oester ef al. [28]).

T (°C) 25 30 35 40
logK (£SD) (CIT-HSA) 5.32 £ 0.01 526 £ 0.01 519 £ 0.01 5114 0.01

T (°C) 25 - 37 42
logK (warfarin-HSA) 5.38 - 5.31 5.28

2.5. Molecular Modeling Studies

A blind docking search was performed for the binding site(s) of citrinin on the entire surface of
HSA. The search resulted in nine and ten representative binding positions for the o- and p-quinone
forms of citrinin, respectively. For both forms, the best docked binding position with the lowest
calculated AG found the well-known Sudlow’s site I [13,29] located in the cavity of subdomain IIA
that is composed by all six helices of the subdomain and a loop-helix feature (residues 148-154) from
IB (Figure 5A). Analysis of the contacts between the best docked citrinin and HSA (Figure 5B) showed
that both o- and p-quinone forms had H-bonds with R222, H242 and R257. Salt bridges were observed
for both o-quinone (K199) and p-quinone (K199, H242) forms. Hydrophobic contacts also play an
important role in binding of citrinin with L238, 1264, 1290 (o-quinone), and L260, 1264, and A291
(p-quinone form) residues involved. The above mentioned interacting residues are known as part
of Sudlow’s site I (Figure 5A,B), and also as the binding site of warfarin (Figure 5A). For a direct
comparison, the binding conformation of warfarin [30] was extracted from a previously determined
warfarin-HSA complex structure (PDB code 1h9z) after superimposition of the HSA parts. A very
good match was found between the bound conformations of warfarin and citrinin (Figure 5C). Thus,
blind docking identified Sudlow’s site I as a primary binding position of citrinin on the surface of
HSA. Thermodynamic measurements also suggest an enthalpic binding process which is based on
the interactions between electron rich citrinin and the positively charged residues (K195, K199, R218
and R222) of Sudows’s site I. A good agreement between the measured AG of CIT (—30.0 kJ- mol ™)
and the calculated AG value of the p-quinone form of CIT (—31.5 kJ- mol !, Figure 5B,D) suggest that
this tautomer is the most important in HSA binding. Previous studies also suggest that the p-quinone
form may be the primary unbound tautomer (60%) in solution, as well [31].
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Figure 5. (A) Docked conformation of citrinin (green surface) in Sudlow’s site I on HSA (grey cartoon);
(B) Docked p-quinone is represented as green sticks and the interacting amino acids in grey; (C) Match
between the bound conformations of warfarin (red sticks) and citrinin (green sticks) in Sudlow’s site
I. The binding conformation of warfarin was extracted from a previously determined warfarin-HSA
complex structure (PDB code 1h9z) after superimposition of the HSA parts; (D) Lewis structure of
tautomeric forms of citrinin.
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2.6. Influence of Albumin on the Citrinin-Induced Toxicity in Vitro

In order to investigate the influence of albumin on the toxic impact of CIT, MDCK cells were
treated with CIT in the absence and in the presence of FBS (fetal bovine serum) or HSA. To quantify
the required CIT concentration which leads to serious viability loss, MDCK cells were exposed to
increasing amounts of CIT (0-100 uM) in the absence of FBS for 24-h. Treatment of MDCK cells
with 100 uM CIT caused approximately 50% decrease of cell viability (Figure S1); therefore, during
the following experiments this concentration was applied. Presence of HSA (40 g/L) or FBS (10%)
alone caused no or slight (but significant) changes of cell viability, respectively (compared to that
of control); however, CIT-induced viability loss was considerably alleviated by both FBS and HSA
(Figure 6). Aside from bovine serum albumin (BSA), FBS contains several further constituents (e.g.,
hormones and growth factors), and some of these factors enhance cell growth and cell division. It
explains the positive effect of FBS even in the absence of CIT. Furthermore, the formation of stable
complexes of different ligands with albumin results in the slower (and presumably incomplete)
cellular uptake of the ligand molecules. Due to its toxic nature, CIT has negative effects on cell
viability; therefore, the potential inhibition of its cellular uptake is beneficial. The CIT-induced
viability loss was spectacularly alleviated by co-treatment of toxin-exposed cells with FBS (containing
BSA) or HSA. This observation strongly suggests that the complex formation of CIT with albumin
resulted in the decreased cellular uptake of CIT by MDCK cells. Furthermore, our results highlight
that the presence of FBS in cell medium is important during in vitro experiments if one would like to
mimic in vivo conditions.
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Figure 6. Influence of FBS (10%) and HSA (40 g/L) on viability of MDCK cells in the absence and in
the presence of CIT (100 uM) after 24-h treatment (* p < 0.05).

2.7. Interaction of Citrinin with Bovine, Porcine, and Rat Serum Albumin

To test the potential species differences regarding CIT-albumin interactions, complex formations
of CIT with bovine (BSA), porcine (PSA), and rat serum albumin (RSA) were also investigated.
Despite of the structural differences of albumins (there is an approximately 25%-30% variability even
in their amino acid sequences), their biological behavior (including their ligand binding properties)
is usually very similar [15]. However, sometimes major differences occur: e.g., the complex stability
of the mycotoxin ochratoxin A with HSA is 15-fold and 30-fold higher compared to its complexes
with BSA and RSA, respectively [15]. Binding constants of CIT with albumins were determined with
fluorescence quenching method under the same conditions than in Section 2.1. (using Equation (1)).
Even if the binding constants of the four tested albumins with CIT show some differences (Table 2),
we did not observe dramatic discrepancies, like in the case of ochratoxin A. The most stable complex
of CIT is formed with RSA, followed by HSA, BSA, and PSA. These data suggest that albumin binding
characteristics of CIT is similar in different species indicating that the albumin binding properties of
CIT in humans may be modeled well by animal studies.
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Table 2. Binding constants of CIT-albumin complexes in PBS (pH 7.4 at 25 °C).

Tested albumins HSA BSA PSA RSA
logK (+SD) 5.32 + 0.01 5.05 + 0.05 4.96 + 0.05 5.50 + 0.02

3. Experimental Section

3.1. Reagents

Citrinin (CIT), human serum albumin (HSA), bovine serum albumin (BSA), porcine serum
albumin (PSA), rat serum albumin (RSA), warfarin (WAR), ochratoxin A (OTA), ibuprofen,
DMEM (Dulbecco’s Modified Eagle’s Medium)—high glucose (4500 mg/L), fetal bovine serum
(FBS), penicillin/streptomycin solution (all from Sigma-Aldrich, Saint Louis, MO, USA), calcein
acetoxymethyl ester (CAM; from Thermo Fisher Scientific, Waltham, MA, USA) were used as
received. All other reagents were of analytical or spectroscopic grade. 5000 uM stock solution
of CIT was prepared in spectroscopic-grade ethanol (Reanal) and stored at —20 °C. In order
to mimic extracellular physiological conditions, CIT-albumin interactions were investigated in
phosphate-buffered saline (PBS, pH 7.4).

3.2. Fluorescence Spectroscopic Measurements

A Fluorolog 13 spectrofluorometric system (Jobin-Yvon/SPEX) and Hitachi F-4500 fluorescence
spectrophotometer were used for steady-state fluorescence and fluorescence polarization
measurements. All analyses were performed at +25 °C except thermodynamic studies.

Binding constants (K) were determined using fluorescence quenching method, where increasing
CIT concentrations (0-5 uM) were added to standard amount of albumin (2 uM). Fluorescence
emission spectra were recorded in PBS buffer (pH 7.4; Aexc = 280 nm). Similarly to our previous
studies [15,16], K values of CIT-albumin complexes were quantified by non-linear fitting with
Hyperquad2006 program package (Protonic Software) assuming 1:1 stoichiometry:

. 2
T= 1o+ B {14l + [Clo+ & - \/ (1Al +ECly+ ) 414l [CJO) o

where I denotes the fluorescence emission intensity of albumin in presence of CIT; Iy denotes the
fluorescence emission intensity of albumin in absence of CIT; I 4 denotes the fluorescence emission
intensity of pure albumin-CIT complex (which is calculated by the Hyperquad2006 software); K
denotes the binding constant; while [A]y and [C]y denote the total concentrations of albumin and
CIT, respectively.

In order to investigate the potential displacement of warfarin (WAR) and ochratoxin A (OTA)
from HSA in the presence of citrinin, our previously published models were applied with slight
modifications: (1) increasing CIT concentrations (0-5 M) were added to standard amounts of WAR
(1 uM) and HSA (3.5 uM) in PBS (pH 7.4), then the fluorescence emission spectra were recorded
(Aexc =317 nm) [20]; and (2) Increasing CIT or WAR concentrations (0-30 pM) were added to standard
amounts of OTA (1 uM) and HSA (1.4 uM) in PBS (pH 7.4), then fluorescence polarization values of
the samples were measured (Aexc = 393 nm, Aemy = 446 nm) [25,26].
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3.3. Thermodynamic Studies

To get deeper insight into the formation of CIT-HSA complex, quenching experiments were
also performed at different temperatures (25, 30, 35, and 40 °C). Thermodynamic parameters were
quantified applying the van’t Hoff equation:

AG AH AS
where AG is the Gibbs free energy change, AS is the entropy change, while AH is the enthalpy change
associated with the complex formation.

3.4. Ultrafiltration Studies

Before ultrafiltration samples contained 1 uM CIT with or without HSA (1, 2.5 or 5 uM), while
displacement of CIT by WAR (5 and 10 pM) or OTA (2.5 and 5 uM) was investigated in the presence
of 1 uM CIT and 5 pM HSA. During ultrafiltration experiments Amicon Ultra-4 centrifugal filter
units (with 10 kDa molecular weight cut-off value; from Merck Millipore, Darmstadt, Germany) were
applied. In order to remove glycerol from the filters, filter units were washed with 3 mL water and
3 mL PBS. Thereafter, 2.5 mL of the samples were transferred into the filter and Amicon tubes were
centrifuged at 7500 g for 10 min at 25 °C (in Hettich Universal 32R centrifuge with fixed-angle rotor).
Then 2 mL quantity of filtrate was transferred into 5-mL Eppendorf tube, after which 10 uL. 6 M HCI
solution was added to the sample in order to adjust the pH (to approximately 2). This step is necessary
because CIT shows strong fluorescence properties only at highly acidic conditions [19]. Final CIT
concentrations were determined (applying calibration curve at concentration range 0.1-2.0 uM) by
Hitachi F-4500 fluorescence spectrophotometer with the measurement of the fluorescence signal of
CIT itself, using 330 nm and 500 nm as excitation and emission wavelengths, respectively. No
spectral interferences were observed during these experiments (data not shown). Regardless of the
concentration used (tested between 0.1-2.0 uM CIT concentrations), constant recovery of CIT was
determined after ultrafiltration (61.7% + 1.8%).

3.5. Molecular Modeling Studies

Blind docking [32-34] calculations were performed using the AutoDock 4.2 [35] program
package. Ligand molecules were built in Maestro [36]. It is known that two tautomeric form of citrinin
exists in solution (p-quinone and o-quinone; Figure 5D) at room temperature [19,37], therefore
both forms were studied in docking calculations. Both tautomeric forms were used in the
carboxyl deprotonated state. = Energy-minimization of the ligand molecules was performed
by the semi-empirical quantum chemistry program package, MOPAC [38], performing a
geometry optimization with a 0.001 gradient norm and subsequent force calculations with PM6
parameterization. In all cases, the force constant matrices were positive definite. The apo structure
of human serum albumin (pdb code 1a06, Figure 5A) was used as a target of blind docking.
Gasteiger-Marsilli partial charges were added to both ligand and target atoms and a united atom
representation was applied for groups with non-polar bonds. ALamarckian genetic algorithm was
used for search [32]. Docking box was centered on the center of mass of the target. A grid map with a
box size of 250 x 250 x 250 points and 0.375 A spacing was calculated by AutoGrid 4 [35]. The number
of docking runs was set to 100, numbers of energy evaluations and generations were 20 million [34].
Ligand conformations resulted from the docking runs were ordered by the corresponding calculated
AG values and clustered [34] using a tolerance of 1.75 A root mean square deviation (RMSD) between
cluster members. Conformations with the lowest binding energy within a cluster were selected as
cluster representatives. In this way, blind docking resulted in a list of representative ligand positions
and the corresponding calculated AG values. Ligand-protein contacts were listed and analyzed,
within a 3.5 A distance cut-off between heavy atoms of docked ligands and the target.
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3.6. Tissue Culture and Cell Viability Measurements

MDCK (immortalized, epithelial-kidney, ATCC: CCL 34) cells were cultured in DMEM
containing FBS (10%), penicillin (100 U/mL) and streptomycin (100 pg/mL), in 25 cm? sterile plastic
flasks (VWR) and in 24-well sterile plastic plates (VWR). In order to test the effect of CIT on cell
viability in absence and presence of albumin, cell media with and without 10% FBS or 40 g/L HSA
were also prepared. After 24-h treatment of MDCK cells (in 24-well plates) with CIT (0-100 uM) in
absence and presence of FBS (10%) or HSA (40 g/L), cells were washed three times with 500 uL PBS.
Then PBS was replaced with 500 uL Hanks + glucose buffer containing 1.6 uM calcein acetoxymethy]l
ester and cells were incubated for 40 min at 37 °C in the dark. Thereafter, wells were washed again
with 500 pL ice-cold PBS and the emptied wells were filled with 500 uL of 5% perchloric acid (PCA)
after which cells were incubated for 15 min at room temperature. 20 pL PCA extract was added
to 180 puL of 1 M NaOH using black 96-well optical plates (VWR) for fluorescence measurement of
the formed calcein (Aexe = 490 nm, Aeyy = 520 nm). Fluorescence intensities were measured with a
microplate reader (Perkin Elmer EnSpire Multimode reader).

3.7. Statistics

Statistical analyses were performed by One-Way ANOVA test employing IBM SPSS Statistics
22.0 software. The level of significance was set as p < 0.05.

4. Conclusions

In summary, in our study the complex formation of citrinin with human serum albumin was
investigated. The strong quenching of the fluorescence of HSA by CIT as well as the spectroscopic
and ultrafiltration experiments with site markers (warfarin and ochratoxin A) strongly suggest that
the high-affinity binding site of CIT is located on Sudlow’s site I (subdomain IIA). This experimental
result was also confirmed by molecular modeling studies. Thermodynamic and modeling studies
suggest that H-bonds, salt bridges, and hydrophobic interactions are involved as binding forces.
Furthermore, based on our results CIT-HSA interaction is an enthalpy-driven process; therefore,
electrostatic forces play a major role during the CIT-HSA complex formation. CIT forms a stable
complex with HSA (logK ~ 5.3); cell experiments indicated the high biological importance of the
interaction as well. There are some differences between the complex stabilities of CIT complexes
with albumins of other species (bovine, porcine, and rat albumins were tested); however, we did not
observe dramatic differences, like in the case of ochratoxin A (which possesses a similar chemical
structure to CIT).
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ABSTRACT: In this work the interaction between alkali metal ions and a
graphene surface with the absence and the presence of an external electric ‘ lﬂ

field applied perpendicular to the surface was investigated. M05-2X/6-31G(d) b

DFT calculations were performed to describe the adsorption properties.

Results show that the electric field pushes the positively charged ion closer to
the graphene, where the charge transfer between the alkali metal cations and

%

¢

the electron rich graphene surface increases. At a species-dependent certain

strength of the electric field, the excess electrons cause negative charge on the
alkali metal ion. This effect will promote the removal of the ion from the

surface.

1. INTRODUCTION

Two-dimensional graphene, carbon nanotubes (CNTs), and
graphene nanoribbons represent a novel class of low dimen-
sional materials that could serve as building blocks for future
carbon-based nanoelectronics. However, there are some
wonderful properties of these nanomaterials (e.g., conductivity,
flexibility, adsorptive behavior, and ability to form inclusion
complexes) that are already known, and with much attention
focused on these, the wide application still seems to be a big
challenge.

It is well-known that the external electric field can modify the
physical properties of carbon nanomaterials like CNTs' or
graphene.” The application of the electric field as a reversible
switch makes practical importance not only because of its easily
controllable direction and intensity but also because it has the
ability to control the surface properties for a short time such as
seconds or less. In particular, the perpendicular electric field
leads to a polarization of the charge density that could affect the
adsorption properties of graphene, the importance of which has
been widely recognized. Therefore, nowadays more and more
studies investigate the atomic structures and adsorption
property dependence of graphene under different strengths of
external electric field. In this way, CO adsorption on graphene
nanodots,® the interaction between O, and Au-doped
graphene,” or the dissociative adsorption of H,O on graphene’
have been analyzed by taking the external electric field into
account. These studies showed that the applied electric field
can enhance or weaken the adsorption of different particles
onto the graphene surface as well as provide possible new and/

-4 ACS Publications  © 2013 American Chemical Society

¢

or energetically more favorable reaction pathways which can
not be reached otherwise.

In our previous works noncovalent interactions between
single-walled CNTs and aromatic “packer” molecules were
analyzed with the aim to clarify the related solubilization
processes.”” Furthermore, the dispersion of hydroxylated
multiwalled CNTs (MWCNTSs) was modified in nonprotic
acetonitrile solvent using a treatment by ethanol.® From this
solution phase the MWCNTs were deposited onto the
nanostructured CeQ, films grown on sapphire substrate.”'’
High resolution images by both transmission and scanning
electron microscopy showed that the nanographite fractions
existed in the solution and they were also reorganized on the
surface. These graphene multilayers could be separated from
the remaining MWCNTSs by an entropy driven selective
adsorption process."”" On the nanostructured surface with
specific morphology, the nanographite fractions are deposited
into the valleys between the CeO, islands, and therefore a
selective pattern of nanographite was formed. Molecular
dynamics calculations highlighted that adsorption and reorgan-
ization properties of the nanographite layers have considerable
dependence on the morphology of CeO, nanostructures.'”
Considering that the CeO, surface morphology is fully
controlled by the experimental setup of growth, properties of
the CNT layers are tunable toward the requirements of
practical applications.
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This generated graphene—CeO,—sapphire layer with electro-
chemical modifications could be a potential surface of ion
diffusion controlled by an external electric field. In this way, we
might be able to get transported ions selectively by changing
the applied perpendicular and parallel electric fields. To reach
the practical benefits of this method, it is necessary to clarify the
diffusion and adsorption mechanism of the ions on graphene
layers. Therefore in this work the interaction between alkali
ions and the graphene surface with the absence and the
presence of external electric field applied perpendicular to the
graphene surface was investigated using density functional
theory (DFT) methods.

2. THEORETICAL METHODS

First, the model cluster with a molecular formula of Cy,H,; was
constructed and fully optimized using the M05-2X hybrid meta-
GGA functional'>'* with the 6-31G(d) basis set. Then the
alkali metal cation, namely a lithium, sodium, or potassium ion,
was positioned above the surface. Three different orientations
of the ion with respect to the graphene surface, namely, top,
hollow, and bridge, were considered as starting structures
(Figure 1). In the top site geometry the alkali metal ion located

Figure 1. During the calculations the applied electric field was
perpendicular to the graphene surface (up). The different orientations
of the ion with respect to the graphene surface: (T) top, (H) hollow,
and (B) bridge (down).

directly above the C atom, in the hollow site conformation the
ion is above the center of a hexagon in the graphene layer and
in the bridge site structure the ion is positioned above the
center of a C—C bond. During the calculation the rigid model
was used: the geometry of the cluster was frozen as it obtained
in the first step and the optimized ion position was determined
by varying the distance between the ion and the graphene plane
until the most stable position is found. The site with the largest
adsorption energy was referred to as the most stable one. The
adsorption energy was calculated using the eq 1.

E4 = Ein + Egraphene - Eion/graphene (1)

In good agreement with the previous theoretical works (see,
e.g, ref 15), we also found that the alkali metal ions are
adsorbed preferably on top of the hollow site. Therefore in this
work the hollow site adsorption of the ions in the middle of the
Cs4Hg graphene cluster was analyzed in detail. The effect of
homogeneous external electric field applied perpendicular to
the graphene surface on the ijon adsorption was analyzed
(Figure 1). For the quantum chemical calculations the Gaussian

09 program package was used.'® Preparation, manipulation, and
visualization of coordinate files were done with HyperChem
Professional 7.'”

3. RESULTS AND DISCUSSION

3.1. Structures and Adsorption Energies under
Neutral Field. Quantum chemistry is a fruitful testing
technique for molecular-scale analysis; therefore, it is not
surprising that a mass of computational or theoretical studies
on carbon nanomaterials can be found in the literature. The
adsorption of aromatic molecules such as benzene,'® phenol,'’
dibenzothiophene,*® cytosine,”’ or aniline’ on single-walled
carbon nanotubes has attracted increased attention in the past
few years. Nowadays the synthesis’* and characterizations™ of
graphene nanoribbons have been brought into focus.
Furthermore, because of its practical applications in more
efficient Li-ion batteries, the investigations of the interaction
between alkali metal atoms and ions such as lithium and the
graphitic surface have been also analyzed theoretically by
several groups.'>**72° In the related theoretical works the first
question always is how to describe the graphene and its
interaction with different species: to model the surface one can
use finite graphene clusters or two-dimensional periodic
boundary conditions (PBC) applied on graphene unit cells.
Furthermore, to obtain the adsorption energies the rigid model
with frozen cluster is similarly popular as the fully relaxed
approach. Uthaisar and Barone investigated the adsorption and
diffusion progerties of the Li atom on graphene and graphene
nanoribbons.”” Their results did not show significant difference
between the structures determined by the rigid model or fully
relaxed approach. Contrarily, Umadevy and Sastry found** that
only in the case of small molecules is it possible to neglect the
deformation of the graphene cluster. At the same time the
metal atoms and ions induce considerable strain in the
graphene cluster, although increasing the cluster size decreases
the surface deformation. In this present work the cluster
calculation combined with the rigid model was chosen to
describe the alkali metal cation—graphene interaction under
electric field. However, to take into account the possible effect
of the cluster deformation, the fully optimized structures of the
Li*Cs,H;5, Na'CyHs, and K'CgH,g systems were also
determined at the M05-2X/6-31G(d) level of theory. Table 1
summarizes the calculated equilibrium distances (R,) between
the ion and the graphene, the adsorption energies (E,q4,), and
the Mulliken atomic charges (Z,) of the alkali ions. R, was
defined as the difference in the z coordinates where the
graphene surface is located in the xy plane.

Table 1. Optimized Parameters of the Alkali Metal Ions on
Graphene”

R, [A] Eyge [KJ mol™] Zion [e]
Li*CgH,g (rm) 1.835 220.20 (214.48) 0.548
Li*Cy,H,; (fr) 1.826 222.14 (216.21) 0.542
Na*CgHyg (rm) 2289 163.50 (158.02) 0.740
Na*CgHg (fr) 2285 164.63 (158.95) 0.737
K'CgHyg (rm) 2.729 125.27 (120.56) 0910
K'Cg,Hyg (fr) 2.723 126.03 (120.68) 0.909

“Adsorption energy (E,q) with the BSSE-corrected value in
parentheses, Mulliken atomic charge of the ion (Z,) and the

equilibrium distance between the ion and the graphene (R,). The use
of a rigid model (rm) or fully relaxed (fr) approach are indicated.
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The data show that the investigated parameters are slightly
depending on the freezing of the graphene cluster. The
calculated equilibrium distances between the Li* ion and
graphene surface are 1.835 or 1.826 A using the rigid model or
fully relaxed approach, respectively. These distances are in good
agreement not only with the calculated data by Umadevy and
Sastry using the cluster model with fully relaxed approach at the
same level of theory'” but also with the data determined by
Zheng et al. with the combination of the PBC calculation and
the rigid model approach at GGA-PAW level."> However, the
most pogular B3LYP method results in a 17% larger adsorption
distance™ indicating that the choice of the DFT method can
play an important role in describing the weak or nonbonding
interactions.

It is not surprising that the Li" ion with the smallest jonic
radius located the closest to the graphene surface and the K*
ion the furthest. The adsorption energies indicate chemisorp-
tions as the most pronounced role in the adsorption processes
although it is well-known that the cation—7 interaction is a
noncovalent interaction between an electron rich z-system and
a positively charged ion. The strength of this weak interaction
can be modulated by the molecular environment, e.g., the used
solvent permittivity or by the characterics of the aromatic
hydrocarbons determined by the number of the fused aromatic
rings and the effect of substituent. Our calculated data are about
1 order magnitude larger than the average physisorption
energy. The account for these large adsorption energy values is
the size of the graphene cluster because the increasing size of
the polycyclic aromatic hydrocarbons results in the increase of
the cation— interaction energy.24

As it can be seen in Table 1 there is no significant difference
between the data determined by the rigid model or the fully
relaxed approach. However in the fully optimized structure the
graphene surface slightly bends like a convex lens.

3.2. Electric Field Induced Deformation of the
Graphene Cluster. In this work the homogeneous and
directed electric field was generated by the ‘Field’ keyword of
the Gaussian program code. The electric field induced bending
of graphene nanoribbons was described by Wang;*® therefore,
first the geometry of the Cg,H,g cluster was analyzed under
homogeneous external electric field applied perpendicular to
the graphene plane. Our results also show the mechanical
sensitivity of the graphene surface to the external electric field;
the Cy,H,g cluster bends as if it would fit on the surface of a
tube while the C—C distances increase by 0.5%.

However the question is still opened that how the geometry
of the graphene will change when it is deposited onto a carrier
surface, e.g, onto a nanostructured CeO, films grown on a
sapphire substrate. Lee and co-workers studied the atomic and
electronic structures of singgle-layer graphene on the Si-
terminated surface of SiC.** They found that the atomic
positions of the graphene layer on the SiC surface are
insensitive to the electric field, although the electronic band
structures of the layer depend strongly on the direction and
strength of the applied electric fields. We can assume that it is
not necessary to take into consideration the electric field
induced change of the graphene geometry. Therefore to model
the graphene layers formed on the CeO, surface, the atomic
positions of the Cy H,g cluster were kept frozen as they were
obtained under neutral field.

3.3. Li* lon Adsorption under External Electric Field.
In this work the effect of a homogeneous external electric field
on the ion adsorption properties on graphene was modeled.

21511

Because of its electrochemical aspects the electric field (E) was
applied perpendicular to the surface. The electric field is
directed from the ion toward the graphene surface (Figure 1).
During the calculations the Cg,H,g cluster was kept frozen with
the aim to eliminate the electric field induced bend of the
graphene plane and the strength of the applied field was
changed.

First the changes of the equilibrium distance between the Li*
ion and the graphene surface were investigated. At first when
increasing the strength of the electric field the distance between
the Li* ion and the graphene surface decreases because the
positively charged ion moves to the negative direction of the
electric field. It can be clearly seen in Figure 2a that the electric
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Figure 2. Equilibrium distance (R,) between the Li* ion and graphene
surface (a) and the adsorption energy (E,4) (b) as a function of the
applied electric field (E). 1 au of electric field = 5.14 X 10" V m™.

field pushes the Li* ion to the surface, and at a certain strength
of the electric field, the system reaches the accessible lowest
distance. Even after a little strengthening of the electric field, a
large moving of the ion from the surface is induced. The
minimum equilibrium distance between the graphene surface
and the lithium particle was calculated to be 1.556 A under the
electric field strength of 0.041 au. Furthermore, the change of
the adsorption energy as a function of the electric field was
analyzed (Figure 2b). One can expect that the decrease of the
equilibrium distance between the ion and the cluster results in
an increase of the adsorption energy because of the increasing
Coulomb attraction between the positively charged Li* ion and
the negatively charged C atoms of the graphene located the
closest to the alkali metal ion. However Figure 2b shows the
opposite trend. The long-range electrostatic attraction is
balanced by the repulsive interaction between the atoms and
molecules at short distances. The repulsion between oppositely
charged molecules is very weak but it increase rapidly at very
small intermolecular distances. This phenomenon can explain
why the shortest equilibrium distance results in the weakest
interaction between the Li particle and the graphene cluster.
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The calculated adsorption energy (BSSE corrected data in
parentheses) is 75.98 (69.43) kJ mol ™.

The molecule placed in an electric field undergoes
deformation while the electric field partially polarizes the
molecule, resulting in the separation of its charge. The
polarizability is the measure of the change of the molecule to
respond to an applied electric field. The polarizability
determines the energy of the work done on electrons by the
electric field to move along the direction of the field. The mean

polarizabilty ({a)) was calculated

<(Z> = (axx + a,, + azz)/3 2)
where the subscripts indicate the triangular orders. The values
are calculated in atomic units (au); 1 au of polarizability = 1.65
x 107" C*> m* J™'. The polarizability of the Cg,H,s cluster is
268.06 au and almost independent of the strength of the
applied electric field. Not surprisingly the interaction with the
positively charged ion decreases the polarizability of the
Li*Cs,H, g system compared with the pure cluster containing
electron rich aromatic rings. The mean polarizability of
Li*Cs,H,3 monotonously decreases under electric field, and
the determined values are 228.52, 226.01, and 213.81 au under
the applied electric field strength of 0.000, 0.041, and 0.04S5 au,
respectively. The data show that the change is about 1% until
the system reaches the minimum equilibrium distance between
the graphene surface and the lithium particle, and after that
point the polarizabilty decreases more rapidly.

It is not surprising that the electrostatic repulsion between
the nuclei stops the lithium from getting any closer to the
graphene surface than the determined minimum equilibrium
distance. However, a question arises as to why the lithium
particle would remove from the surface after the system reaches
the accessible lowest distance. After the system reached the
minimum equilibrium distance, the intensive decrease of the
polarizability of the Li*Cs,H s system and the movement of the
originally positive ion to the positive direction of the electric
field indicate the electric field induced change of the electron
distribution of the Li*CyH,g system.

To analyze the charge transfer between the ion and graphene
surface the change of charge on the Li particle was analyzed. As
it can seen in Table 1 there is an intensive charge transfer from
the graphene surface to the Li* ion. According to these data the
Li*—graphene cluster interaction results in an almost 50%
decrease of the positive charge of the Li* ion under neutral field
of which the effect seems to be overestimated. Therefore to
describe the charge transfer between the ion and graphene
surface, Mulliken charge distribution and also natural bond
orbitals (NBO) analysis®® were performed. In both cases the
charge transfer was described as the change of the atomic
charge on the lithium particle. In a deeper view, one can see
that the atomic charges calculated using NBO by summing the
occupancy of the natural atomic orbitals (NPA) are different
from Mulliken charges (Figure 3). However the differences in
charge distribution barely depend on the methods and the two
different analysis show similar trends: as the electric field
pushes the positively charged ion closer to the surface the
charge transfer from the graphene increases. Once the lithium
reaches the shortest equilibrium distance it becomes a
negatively charged ion. This effect results in an intensive
removing of the lithium from the surface because the negative
ion simply moves with the electric field. Furthermore, it is in
good agreement with the change of the polarizability of the
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Figure 3. Charge of the lithium particle calculated by Mulliken charge
distribution and NBO analysis.

Li'CyH,g system and explains the intensive decrease of the
polarizability while the Li ion is removed from the graphene
surface.

The electron configuration of lithium particles in the
Li*CgH,g system is calculated to be 1s* 2s%%" 2p®%) 1s* 25°%
2p%%0 35%9" 3p%%" and 1s* 2s°77 2p®7® 3p®% under the applied
electric field strengths of 0.000, 0.041, and 0.045 au,
respectively. The relatively high adsorption energy (220.20 kJ
mol™" under neutral field) shows that the electron donation
from the 2p orbitals of the C atoms located in the middle of the
cluster first promotes the binding of the Li* ion to the
graphene. The strengthening of the electric field results that the
2sp and 3sp orbitals of the lithium particles occupied by slightly
higher electron density.

Umadevy and Sastry found correlation between the strength
of the Li" ion—graphene interaction and the pattern as well as
the energy of the highest occupied molecular orbital (HOMO)
of the graphene.”* Tachikawa and co-workers showed that the
Li* ion diffused along the HOMO of the graphene surface.””
Furthermore, they found that the adsorption of the Li* ion
induced almost no change on the pattern of the lowest
unoccupied molecular orbital (LUMO) of the graphene.*!
However our results indicate that the LUMO was also affected
by the Li* ion—graphene interaction. We have calculated the
electric field effect on the energies of the HOMO and LUMO
of Cg4H, and Li*Cy,H,g systems. Our results show (Figure 4)
that under electric field both energies of the HOMO and
LUMO decrease but at different rates. Hence the HOMO—
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Figure 4. HOMO and LUMO energies of the Li*Cg,H,g system and
the HOMO-LUMO gap of CyHjs and Li*CyH;g (inset) as a
function of the electric field strength.
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LUMO gap decreases, and it becomes the smallest when the
electric filed pushes the closest of the Li* ions to the surface.
Then the energy of the HOMO and LUMO decreases and
increases, respectively. Therefore, it can be concluded that the
change of the HOMO—LUMO gap and the energy of the
LUMO show similar tendencies as the adsorption energy
changes.

3.4. Adsorption and Diffusion of the Alkali Metal lons.
The energetic and structural properties of the adsorption of
sodium and potassium ions on graphene are similar to the
properties of the adsorption of lithium ion described above.
The minimum equilibrium distances are found to be 2.000 A (E
= 0.032 au) and 2.437 A (E = 0.025 au) in the case of Na* and
K* ions, respectively. The calculated minimum equilibrium
distances depend on the ionic radius (Figure S). Therefore
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Figure 5. Minimum equilibrium distances between the alkali metal
ions and the CyH g graphene cluster.

particles with larger ionic radii reach the closest distance from
the surface under weaker electric field, while in the case of
smaller ions, it is necessary to apply a stronger field to push the
particle as close as possible to the surface.

In order to study the diffusion mechanism of Li*, Na*, and
K* ions on the graphene surface, a larger graphene cluster
(Ci30Hys) was constructed to eliminate the edge effects.
Because of the high symmetry of the cluster, we have studied
two different diffusion paths (Figure 6): in both cases the
starting position of the ion is the hollow position in the middle
of the cluster (H,) and the ion migrate through the middle of
the bond (B) or on the top of the C atom (T), denoted as
paths A or B, respectively. To eliminate the electric field
induced bending of the graphene plane, the rigid model was
used to determine the energies for different adsorption
positions. Particle diffusion processes on a lattice can be
analyzed as the particle elementary jumps between adsorption
sites along the potential energy surface. The activation energies
or energy barriers were calculated by the difference between the
stable states and saddle points related to the rate of the
diffusion. Therefore the relative adsorption energies (AE,y,)
could be calculated with respect to the E g4 of starting point in
hollow site adsorption (H,) of the investigated ion.

Figure 6 shows that the determined potential minima and
maximum of the Li*Cg,H, s, Na*Cy,H ;s and K'C,H 5 systems
located in the same sites and the shape of the examined
diftusion paths are not depending on the applied electric field.
At the same time the heights of the activation barrier are
considerably increased under electric field. The bigger energy
barriers on the diffusion paths indicate slower diffusion of the
investigated particle.

Li -10m in the absence —8— and presence = & = of applied elecine field
v Na -1on in the absence —e— and presence = © -of applied electric field
. . 'l . K -ion in the absence —#— and presence = & = of applied clectne field

40 4

[kJmol™)

E (k) mol”)

Al

504
H

distance along the ditfusion path A [A]

distance along the ditfusion path B [A]

Figure 6. (a) Schematic representation of the C,3,H,; cluster used in the calculation. H, B, and T represent the ion adsorption position on the top of
the hexagon, on the middle of the bond, and on the top of a C atom, respectively. (b) Energy barriers of the diffusion of Li*, Na*, and K* ions on

paths A and B in the absence and presence of an applied electric field.

21513

dx.doi.org/10.1021/jp403856e | J. Phys. Chem. C 2013, 117, 21509-21515



The Journal of Physical Chemistry C

In the graphene cluster of C;3)H,s the two middle rings are
equal, therefore the hollow site adsorption of the ions show no
differences between these two rings (Figure 6). The diffusion of
the ions between these middle rings along path A (H, - B —
H) is capable to investigate the electric field effect with
eliminating other conditions like the edge effect. The calculated
energy barriers corresponding to the diffusion of Li, Na, and K
ions are 8.65, 13.43, and 16.50 k] mol™! when the electric field
is absent and 37.44, 26.52, and 20.31 kJ mol™" when it is
present, respectively. Accordingly, the diffusions of the ions are
much slower under electric field than without it. Going along
on path A, the next energy barriers related to the H - B - H
diffusion are slightly different from the previous case. The edge
effect is hardly noticeable in the absence of an electric field. The
difference between the energy barriers are smaller than 0.2 kJ
mol ™!, At the same time, in the presence of electric field the
second energy barriers on path A are at least 2 kJ mol™" higher
than the first one. These results indicate the importance of
further investigations of the edge effect on the ion diffusion on
graphitic surfaces like graphene nanoribbons under external
electric field.

Previous studies'>*® showed that in a neutral field on the
graphene surface, the ion diffusion from the middle of the
hexagon through the middle of the C—C bond is faster than
through the top of the C atom. Therefore it is necessary to
investigate how the preferred pathway changes under external
electric field. The calculated barrier heights for path B are
10.06, 15.50, and 19.06 k] mol™ in the absence and 42.00,
30.48, and 23.28 kJ mol ™! in the presence of an electric field
related to the diffusion of Li, Na, and K ions, respectively. This
means that, even though the preferred pathway does not
change in the absence or presence of electric field, the electric
field induces higher differences between the energy barriers of
the investigated two pathways.

The static calculations indicate that the Li* ion which has the
smallest ionic radius diffuses fastest under neutral field. In
contrast, the diffusion of the Li* ion is the slowest in the
presence of an external electric field. On the diffusion path
above the C—C bond (bridge site), the short-range repulsion
between the particles is getting stronger, which causes a higher
energy barrier if the particle is closer to the surface even as the
Li* ion.

4. CONCLUSION

In this work the interaction between three kinds of alkali metal
ions (namely Li*, Na*, and K*) and the graphene surface in the
cases of the absence and presence of the external electric field
was investigated. An electric field perpendicular to the surface
has been applied which pushes closer the positively charged ion
to the graphene surface. Results show the importance of the
charge transfer from the graphene surface to the alkali metal
ion. At a species-dependent certain strength of the electric field
the excess electrons cause negative charge on the alkali metal
ion, promoting the shoving off of the ion from the surface. The
static calculations indicate that the Li" ion which has the
smallest ionic radius diffuses the fastest or the slowest under
neutral or external electric field, respectively.

These findings may promote the more detailed exploration
of the ions” adsorption and diffusion mechanism on graphene
and graphene-like surfaces and facilitate the design of the
experimental investigations and the applications in electro-
chemical devices and chemical sensors. Moreover, as we
showed previously, the energy gap between the HOMO and

LUMO orbitals of our systems decreases quite rapidly as the
alkali metal ions approach the graphene surface and settle
around 0.5—1 eV when the ions reached their lowest
equilibrium distances. This low value predicts favorable
holdings in photochemical studies at the range of visible
light. With this property, the graphene—ion systems may open
a new area besides sensor- and electrochemistry and play an
important role in future developments of more efficient solar
cells.

Although during the calculations the applied electric field
strength is unrealistic for a larger device, it is achievable at the
atomic level using a field ion microscope or atomic force
microscope. Furthermore, the cluster model calculations are
approximate, the size of the systems are limited, and in the
present case, no surface defects or carrier surface like the
nanostructured CeO, film have been taken into account. Even
so we think that the present predictions and determined trends
are applicable both in theoretical and experimental studies
about how the electric field would affect ion—graphene
interactions.
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Abstract

The thermodynamics of the molecular association process between the malvidin-3-O-glucoside and a
series of polyphenol derivatives (called ‘copigmentation’ in food chemistry) were studied in aqueous media.
The Gibbs free energy, enthalpy and entropy values were determined by the fluorometric method. A
combination of the Job’s method with the van’t Hoff theory was applied for data evaluation. The results
show the exothermic character of the copigmentation process. The change of the enthalpy seems to be the
same in every complexation step. However, the decreasing of the entropy term is higher at higher
stoichiometries. As a result, the Gibbs free energy changes and, thus, the complex stability decreases
quickly with increasing stoichiometry. Quantum-chemical investigation reveals the complexity of molecu-
lar interactions between malvidin and polyphenols, which is preferably based on m—m and OH-7 inter-
action moderated by repulsive Coulomb-type interactions.
© 2006 Elsevier B.V. All rights reserved.

Keywords: Polyphenols; Copigmentation; m7—7 interaction

1. Introduction

The color of red wine is one of the most important quality parameters, which determines
the sensorial evaluation significantly. Furthermore, it plays a key role in the decision-

* Corresponding author. Tel.: +36 72 503 600 (-4208); fax: +36 72 503 635.
E-mail address: kunsagi@ttk.pte.hu (S. Kunsagi-Mat¢).
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making process of the consumer, who usually prefers red wines of deeper hue. Therefore,
loss of the original wine color during storage should be avoided as much as possible. The
color of the wine is affected by many parameters, among them copigmentation is of overriding
importance [1]. During copigmentation weak interactions are formed between the colored
anthocyanins and colorless compounds (so-called copigments) resulting in a sandwich-type
structure. During complex formation the equilibrium between the cromenol (colorless species)
and the dark-red flavylium ion is shifted towards the latter one [2]. Consequently, the color of
wine gets deeper [3—5]. Furthermore, red clover isoflavonoids were found to be anthocyanin
color enhancing agents in muscadine wine and juice [6]. Due to their attractive colors, antho-
cyanins are the most known natural colorants, however they have stability problems [7,8]. The
copigmentation is significantly affected by temperature and the complex equilibrium was also found
to be sensitive to pH.

In the present work we examined the thermodynamics of the molecular association process
between various polyphenols (2a—2e) and malvidin-3-O-glucoside (1) (Fig 1). Our investigations
were focused on the determination of the thermodynamic properties of the copigmentation
process, i.e. on Gibbs free energy, enthalpy and entropy values. These were measured by means of
methods already applied in our lab [9,10]. Photoluminescence (PL) and quantum-chemical
investigations were performed and a combination of the Job’s method with the van’t Hoff theory
was applied for data evaluation.

2. Materials and methods
2.1. Chemicals

Anthocyanin: malvidin-3-O-glucoside: | MW =494.87.

Colorless polyphenols: 2a: caffeic acid, MW =180.16; 2b: catechin, MW =290.28; 2¢: ellagic
acid, MW=302.20; 2d: rutin (quercetin-3-O-rutinosid), MW=610.53 and 2e: procyanidin B2
(epicatechin—(43-8)—epicatechin, MW=610.53).

All polyphenol standards were purchased from Extrasynthese (Genay, France) and used
without further purification.

2.2. Experimental method

In order to investigate the interaction of compound 1 with compounds 2a—2e, 1 g/dm’
stock solutions were prepared in a model wine solution at pH 3.2 and the PL spectra were
recorded. To determine the stoichiometry of the complexes and the thermodynamic parameters
of the complex formation, 1 g/dm’ stock solutions of malvidin-3-O-glucoside and the stock
solutions of one of the polyphenols from the series 2 were mixed at five different molar ratios.
Concentration range is chosen according to the concentration of these materials found in
natural grapes [11,12]. The measurements were carried out at three different temperatures (15,
25, and 35 °C) and the ratios of the change obtained in the PL peak of 1 under the effect of
one of the polyphenols were plotted against the molar fraction of malvidin-3-O-glucoside
(Fig. 2).

The PL measurements were performed on a Fluorolog 73 spectrofluorometric system (Jobin—
Yvon/SPEX). For data collection a photon counting method with 0.1 s integration-time was used.
A 1 mm layer thickness of the fluorescent probes with right angle detection was used to eliminate
the inner filter effect.



Fig. 1. Interaction of malvidin-3-O-glucoside (1) and various polyphenols (2a—2e) were investigated in this work.
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Fig. 2. Change of the fluorescence spectra of 1 in the presence of 2e.

2.3. Data evaluation

To experimentally determine the thermodynamic properties, the Job’s method was applied
[5,6]. The thermodynamic parameters associated to the individual complexation steps were
determined from the Job’s curves by an iterative solution of Eq. (1) using the expression of K;
values from Eq. (2).

[Ply = [P] + K:i[P][M]
+ 2K, K, [P [M] 4 KKy’ [P][M]?
+ 2K Ky K3 [PI*[M)? + 2K K> K3 [P M)
+ 2K Ky K3Ky! [P M’ + 3K KoKy Ky [PP M + ..
(M], = [M] + K, [P][M]
+ KiK [P [M] + 2K, Ky [P][M]?
42K K K3 [P M) + 2K KoK [P M)
+ 3K Ky K3Ky' [P M) + 2K Ko K3 Ko [P [M)? + .. (1)

mk — 26 _ _AHAS )
RT RT R

2.4. Theoretical calculations

The equilibrium conformations of 1 and its complexes with polyphenol derivatives (2a—2e)
were studied at DFT/B3LYP/6-31++G level by using the GAUSSIAN 03 package. The PCM
(Polarizable Continuum Model) method was used to consider the solvent effect. The Fletcher—
Reeves geometry optimization method was used for the investigation of the conformers. The
temperature-dependent molecular dynamic simulations were performed with AMBER forcefield
using the HyperChem Professional 7 code.



Table 1

Thermodynamic parameters of complexation of 1 with 2a—2e

Stability ~ Stoichiometry ~ Polyphenol interacting with malvidin (data for AH and AG are given in kJ/mol, AS is given in J/K™ " mol™ ', precision of AG is around +£0.7 kJ/
constant mol)

S;’: Eq. Caffeic acid Catechin Ellagic acid Procyanidin B, Rutin

AH AS AG AH AS AG AH AS AG AH AS AG AH AS AG

K, 1:1 -57.3 -87 -319 -523 -—112 -197 -—-554 -131 -173 —-446 —111 —-123 —472 -63  —289
K, 2:2 -483 -102 -186 —-496 —117 —-156 —-513 —138 —11.I —423 —114 -9.1 —446 =70 —242
K 3:3 -482 —-120 -132 —-497 -123 -139 515 —146 -9.0 —42.1 -117 -8.0 —444 -78 —21.7
Ky 4:4 —48 -137 -81 —-49.6 —128 —124 -512 -—154 -64 —42 —121 —-6.8 —443 -8 —193
Ks 5:5 -48.1 —149 -47 -494 -135 -10.1 51 —161 -42 —418 —124 =57 —44.1 -93 -17.0
K 6:6 -492  —140 -85 -50.8 —170 -13  -4l1.6 —128 -44 -439 -101 —145
K5 7:7 -49.5  —146 -7.0 -41.6 —131 -35 -439 -110 -119
Ky 8:8 -49.7  -151 -5.8 -437  -121 -85
Ko 9:9 -492  —-156 -3.8 -43.6 —131 =55
Ko 10:10 -43.6  —140 =29

Only parameters for stoichiometric complexes are listed for clarity.

611—€11 (9002) 69 spoysapy “sdydorg “way201g ° / °|D 12 ADW-13psuny S

L1l



118 S. Kunsagi-Maté et al. / J. Biochem. Biophys. Methods 69 (2006) 113—119
3. Results

Table 1 summarizes the thermodynamic parameters of the complex formation of 1 with 2a—2e.
It can be clearly seen that the Gibbs free energy changes, therefore the stability of the complexes
are different when different polyphenol molecules associate with the malvidin-3-O-glucoside. In
all examined cases, the enthalpy decreased in the second coordination step compared to the first
coordination step. At all higher coordination steps the changes in enthalpy are nearly the same.
However, the entropy value is negative showing a more ordered structure after the complex was
formed, which ultimately decreases the Gibbs free energy.

4. Discussion

To understand the consequences raised from the decrease of the Gibbs free energy at higher
coordination steps we have to consider the following: using the equipartition theorem, about
3.5 kJ/mol kinetic energy can be assumed for the molecules at 289 K, which is a typical
temperature for wine storage. As a consequence, the decrease of the Gibbs free energy compared
to the kinetic energy of the particle limits the size of the particles formed during the
copigmentation effect.

The entropy of the complexation decreases the stability of the complex. Furthermore, our
experiments show that the entropy was on the rise with increasing number of the coordination
steps showing formation of more and more ordered structures. This is probably the most
important characteristic limiting the size of the complex being formed.

We explain these characteristics as follows: the degree of freedom of the molecules during
complexation decreases mainly because of the inhibited rotation of these molecules when they
attach to an already existing complex. This inhibition gains weight with increasing size of the
complex. Thus, the change of order of the total system slightly increases with the size of the
complex formed. As a result, the change in entropy slightly increases. Among several known
interactions between flavanol and anthocyanin molecules [12,13], our quantum-chemical inves-
tigations highlight the importance of a w-electron rich character of the colorless copigments for a
successful association with the malvidin-3-O-glucoside molecule. This property suggests that the
complex formation between malvidin and family of polyphenols investigated here is preferably
based on a w— interaction [4].

Furthermore, the results show that mainly completely planar polyphenols, such as rutin, are
better copigments due to the complete overlapping of the m-bonds between malvidin and the
copigment. Non-planar copigments, such as catechin or procyanidin B,, despite their large size are
not able to stabilize the positive charge of the flavylium ion of the malvidin in the same magnitude
like rutin due to their sterical arrangement. In the case of smaller, yet still planar phenols, such as
caffeic acid, the size of the copigment plays the crucial role. Due to its smaller size, caffeic acid
cannot completely stabilize the positive charge on the flavylium ion and, thus, shows a weaker
copigmentation than rutin or the flavan-3ols catechin and procyanidin B,. We can, thus, conclude
that sterical arrangement and size of the copigment play an important role in the stabilization of the
flavylium ion.

5. Conclusion

The thermodynamics of the molecular association process between polyphenols and malvidin-
3-O-glucoside were investigated by fluorometric and quantum-chemical methods. The higher the
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number of associated molecules, the smaller the interaction and, hitherto, the change in enthalpy
between each individual malvidin-3-O-glucoside and polyphenol molecule. Our results show that
the increased change in entropy is responsible for the decreased stability of the complexes formed
with higher stoichiometry. This property limits the size of the complex. The efficiency of the
copigmentation effect depends mainly on the size and the sterical arrangement of the copigment.
Our method provides useful means to select those phenols, which possess the most pronounced
copigmentation effect. These results can hopefully be exploited in winemaking to extract the most
efficient copigments (phenols) from grape berry skin. Beyond that, application of the results
during the fining process, i.e. avoiding harmful influence of fining agents on color stabilization
and on undesired changes in color hue, are possible.
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Abstract

The ‘host’ properties of calix[4]arene anddr-butyl-calix[6]arene molecules under the effect of different neutral pesticide
related trifluoromethyl-benzene molecules as ‘guests’ have been investigated by spectrofluorometric method. Significant
dependence of the photoluminescence behaviour of calixarene derivatives on the structure of interactive molecules was
detected in chloroform and dimethylformamide solvent. The formation of stable host—guest complexes was checked by
guantum-chemical method. The results show that the photoluminescence signal reflects the supramolecular interaction. This
makes calixarenes promising candidates as host molecules to be used in chemical sensors measuring neutral organic molecules.
© 2001 Elsevier Science B.V. All rights reserved.

Keywords:Calixarenes; Organic guests; Photoluminescence; Chemical sensors

1. Introduction Calixarenes because of their well defined frame and
chemically stable intermolecular cavity of tunable size
It is a common sense that the function of a selective and co-ordination selectivity are frequently selected as
chemical sensor is based on two equally important host molecules in sensor research [1,2] or in separation
steps, on the selective recognition and on the signal sciences [3-5].
transduction. Supramolecular interactions between Calix[4]arene ester was successfully used as active
host molecules incorporated in a sensor and an an-ionophore incorporated in elasticised PVC membrane
alyte acting as guest could be used successfully in preparing cesium-selective potentiometric electrodes
sensor research. [6]. Kimura and co-workers prepared sodium selec-
tive electrode [7] and ion selective field effect tran-
sistors [8] with calix[4]arene ionophore. Calixarene

* Corresponding author. Tek:36-72-327622 (-4681): based solid state so_dlum ion selectl_vg electrode was
fax: +36-72-327622 (-4680). also reported [9]. Calix[4]arene containing PVC mem-
E-mail addressg-nagy@ttk.pte.hu (G. Nagy). brane showed amine and alkaline ion selectivity [10].
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The application of calixarenes in electroanalysis was used as received. Benzotrifluoride derivatives were
reviewed by O’Connor et al. [11]. obtained from Budapest Chemical works Co. Ltd.
For an ionic species measuring chemical sensors — Dimethylformamide (Reanal, Hungary) and chloro-
as it can be seen — often potentiometric signal trans- form (Fluka) solvents were distilled freshly before
duction is used. However, considerable interest has the measurements.
been focused to prepare calixarene ionophore based Highly sensitive Fluorologr3 spectrofluorometric
optodes [12-14]. system was used to investigate the photoluminescence
Lynch and co-workers investigated the interac- (PL) spectral behaviour of the different solutions pre-
tions of calixarene ionophore derivatives with metal pared. For data collection photon counting method
ions in solution using fluorescence and absorption with 0.2s integration time was used. Excitation and
spectroscopy [15]. On the other hand, Schierbaum emission bandwidths were set to 2 nm. All measure-
and co-workers studied the interaction of calixarene ments were carried out at 20.
derivative containing layers with organic molecules  The equilibrium conformation of calixarenes and
using experimental techniques and force field calcu- benzotrifluoride derivatives and the interaction energy
lations [16]. of the studied species were describedlatnitio level
Since calixarene derivatives can form host—guest using HyperChem Professional 5.1 program package.
type complexes with neutral organic molecules, it is
likely that they can be used for selective molecular
recognition in chemical sensors measuring neutral
species, too. Therefore, it was obvious to investigate
the possible signal transduction mechanisms. Since
fluorescence generation is a very sensitive signal
forming technique, in our laboratories studies have
been carried out with different calixarene derivatives
and organic guest molecules to collect data about
the influence of the supramolecular interaction on

n=1 calix[4]arene

the fluorescence signal. It was hoped that compar- n=3 4-tBu-calix[6]arene

ing the fluorescence spectroscopic data with inter- (a)

action energy values obtained by model calculation

can be used in designing sglective h.ost molecules. F 3-nitro-4-chioro-BTF w 3,5-dinitro-4-chioro-BTF
As model guest molecules different trifluoromethyl-

benzene derivatives possessing electron-withdrawing ©\ , ozw/©\m,
groups-EWG-were selected. It could be expected “ “

that the electron-deficiency in their aromatic ring oF, CF,

might give a chance for the interaction with the rel- /@/ﬂ “

atively electron-rich calixarene aromatic moieties. ox 2-chloro-5-nitro-BTF 2.4-dichioroBTF
However, the analysis of these neutral molecules a

can be of practical importance because of their cF, cF

per presented here, our preliminary results are o
summarised. a a

CF,

pesticides relating structure [17]. In this short pa- /@\S,A,S-MCNOOBTF @‘*C“‘“"'BTF
Cl

o]
2. Chemicals, apparatus and methods ©/2ch|oroaw
(b)
Calixarenes (Ca,lix[4]arene’ MWe 4248, 99% Fig. 1. Calixarenes (a) as host and benzotrifluoride derivatives (b)
and 4tert-butyl-calix[6]arene, MW= 97339, 99%) as guests were chosen for this model studies (BTF stands for
were obtained from Aldrich Chemical Co. and were benzotrifluoride).
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For the calculations 6-31 G Gaussian-type basis set3. Results and discussion

with Fletcher—Reeves geometry optimisation method

were used. The solvent effect of chloroform and DMF  Since the aromatic ring of calixarenes can be
was described by TIP3P method (HyperChem pack- considered electron rich due to the slightly posi-
age) and by Onsager method (Gaussian 94 package)tive inductive effects oftert-butyl and methylene
respectively. groups, electron deficient neutral aromatics as guest
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Fig. 3. Relative changes in PL intensity of the 1:1 calixarene:benzotrifluoride mixtures and the interaction energy of the corresponding
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molecules were chosen for model studies. The struc-
tures of molecules investigated are shown in Fig. 1.
Preliminary experiments indicated that nitro- and
chloro-substitued benzotrifluorides (3-nitro-4-chloro-
benzotrifluoride ), 2-chloro-5-nitro-benzotrifluoride
(2), 3,4,5-trichloro-benzotrifluoridesf, 2-chloro-ben-
zotrifluoride @), 3,5-dinitro-4-chloro-benzotrifluoride
(5), 2,4-dichloro-benzotrifluoridesf, 4-chloro-benzo-
trifluoride (7)) interact with calix[4]arene and tert-
butyl-calix[6]arene according to photoluminescence
spectra.

Fig. 2 shows the PL spectra of calix[4]arene and
4-tert-butyl-calix[6]arene dissolved in chloroform (a)
and dimethylformamide (b) solvents using 280 nm
for excitation. In the case of dimethylformamide
solvent, the peaks of spectra are shifted to the
longer wavelength by about 40 nm. The calix[4]arene
shows the higher light emission in chloroform and
4-tert-butyl-calix[6]arene shows the higher emission
in DMF. On the other hand, the intensity of the emit-
ted light is higher in case at both molecules in DMF.
Most likely the difference between the permittivities
of the two solvents is responsible for the changes of
the band shape of the spectra.

In order to investigate the effect of interaction of
the different benzotrifluoride derivatives 1:1 calix-
arene:benzotrifluoride solution of 1M of the dif-
ferent species was prepared with the two different
solvents and the PL spectra were recorded. Evalu-
ating them it could be seen that the presence of the
different benzotrifluorides induced some changes in
the spectra. The shapes of the PL spectra of the mix-
tures were very similar to those of the PL spectra
of the pure corresponding calixarene solution, how-
ever, significant changes of the intensities appeared
in each cases. For certain benzotrifluorides, the in-
tensity increased while in other cases it decreased.
Since no light emission could be observed from
10~4M solutions of the benzotrifluoride molecules
using the same condition, it could be expected that
the obtained spectral changes were induced by the
changes of the optical properties of the calixarene
species.

Fig. 3 shows the relative changes found in the PL
intensity of calixarenes included by the effect of the
different benzotrifluoride molecules studied. The rel-
ative change of PL intensityAle) shown in the bar
graph were calculated by the following form:
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Imix — Ipure

Al =
1
pure

wherelmix is the intensity maximum of the PL spectra
of calixarene—benzotrifluoride mixture ahglre is the
intensity maximum of the spectra of pure calixarene
solutions. TheAl values clearly indicate that the
PL signal of the studied calixarenes is influenced by
the molecular structures of benzotrifluoride derivatives
being present. It also can be seen that the effect of
uncharged benzotrifluoride molecules on the PL be-
haviour of calixarenes depends on the properties of
the solvent.

The interaction between the calixarene and ben-
zotrifluoride molecules proposed by PL studies, was
examined by quantum-chemical method using the

—— .

[}

[\}
(3]
(TR

Fig. 4. The model for the calculation of interaction enerdyis
the distance between the centres of gravity of the molecules.
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HyperChem and Gaussian 94 packages. Doing so Fig. 3 and Table 1 summarize the PL and
the interaction energy between the host calixarene quantum-chemical results. It can be seen clearly that
and the guest benzotrifluoride molecules were calcu- the interaction energyEnw.er) shows negative values
lated using the following procedure (for illustration (indicating stable conformations) only in those cases
see Fig. 4). The benzotrifluoride molecule was fixed when the relative change\(ye) in PL intensity are
with its centre of gravity on the symmetry axis C positive (mix > Ipure). The change in the PL inten-
above (a) or below (b) of calixarene molecule, Fig. 4. sity corresponds to the absolute value of the inter-
Beginning from these initial conditions, the free ro- action energy. Model calculations did not find stable
tation of benzotrifluoride molecules around its centre calixarene—benzotrifluoride complex fdfix > Ipure

of gravity was allowed. In this model, the reaction cases.

path is given by the minimal total energy positions It turned out that calix[4]arene forms stable
of the calixarene—benzotrifluoride system and it can complexes with higher number of the BTF molecules
be described by the distance between the centres ofstudied in chloroformg, 4, 5 and7) than in dimethyl-
gravity of the two molecules. The total energies of formamide 4). It has been found also previously [18]
the system are determined hj initio calculations as  that the solvent polarity has a great influence on the
mentioned above. When the stable conformation of rate of conformational inversion and therefore on the
calixarene—benzotrifluoride system found, full geo- predominating conformer under given conditions. In
metry optimisation were done for the complex and the less polar solvents such as CHQGhe interconver-
total energy of the unforced state was used to deter- sion of the cone conformer was found very slow at

mine the interaction enerdyinter using the following low temperature. The hole of the cone conformer of

equation: calix[4]arene seems to be appropriate for the inclusion
of benzotrifluorides of smaller size8, @, 5) with the

Einter = Esyst— E'tot,calix — Etot,BTF exeption of 7. We can postulate that in dimethylfor-

mamide the disruption of ‘circular hydrogen bonding’
where Esyst is the total energy of the calixarene— takes place. This intramolecular hydrogen bonding at
benzotrifluoride systentiot calix and Eiot, 8TF IS the the ‘low rim’ is a contributing force in maintaining
total energy of the separated calixarene and benzotri- the calixarene in cone conformation. In the lack of the
fluoride molecules, respectively. hydrogen bonding the aromatic rings become nearly

Table 1
The relative changel)) in PL intensity of calixarene molecules in presence of benzotrifluoride derivatives and the interaction energy
(Einter) of calixarene—benzotrifluoride complexes

Calixarene Benzotrifluoride Chloroform solvent Dimethylformamide solvent
Complex  Alrel Einer (Ry) ~ Complex  Alrel Einter (RY)
Calix[4]rene 3-Nitro-4-chloro-BTF No —0.068390 >0 No —0.034230 >0
2-Chloro-5-nitro-BTF No —0.285670 >0 No —0.171790 >0
3,4,5-Trichloro-BTF Yes 0.029294 —0.0145 No —0.100320 >0
2-Chloro-BTF Yes 0.022640 -0.0112 Yes 0.013598 —0.0065
3,5-Dinitro-4-chloro-BTF  Yes 0.004693 —0.0023 No —0.119320 >0
2,4-Dichloro-BTF No —0.013970 >0 No —0.021720 >0
4-Chloro-BTF Yes 0.063336 —0.0316 No —0.027970 >0
4-Tert-butyl-calix[6]arene  3-Nitro-4-chloro-BTF No —0.024840 >0 Yes 0.079852 —0.0391
2-Chloro-5-nitro-BTF No —0.240240 >0 No —0.018820 >0
3,4,5-Trichloro-BTF Yes 0.049012 —0.0251 Yes 0.120170 —-0.0611
2-Chloro-BTF Yes 0.073883 —0.0361 Yes 0.145255 —0.0712
3,5-Dinitro-4-chloro-BTF ~ No —0.021500 >0 Yes 0.031662 —0.0161
2,4-Dichloro-BTF Yes 0.046391 —-0.0231 Yes 0.155336 —0.0782

4-Chloro-BTF Yes 0.070868 —0.0352 Yes 0.143638 —0.0711
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parallel, i.e. the size of the hole becomes smaller, National Committee of Technological Development
and also the interconversion barrier decreases. As a(OMFB 97-20 MU0086) and Francelab Co. (France)

consequence of that, the sterically more favouded
shows some effects only.

It is well-known from the temperature dependent
NMR studies that 4ert-butyl-calix[6]arene is more
flexible than the cyclic tetramers even in less polar
solvents [18]. Surprisingly, the same benzotrifluoride
derivatives show interactions as in case of calix[4]-
arene. Even more suprising is the fact, that practically
all benzotrifluoride guest molecules seem to form
inclusion complex with 4ert-butyl-calix[6]arene in
dimethylformamide. It validates that a ‘plated loop’
conformer must be stabilised by the interaction with
the benzotrifluoride. Similarly, the interaction of phe-
nolic OH groups with the solvent and the complex-
ation of benzotrifluorides from the side of the ‘upper
rim’ might result in a calixarene conformer which

resembles much more to a basket-like hole than that

obtained in CHQ.

4. Conclusion

The preliminary experimental results clearly indi-

are highly appreciated.
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1. Introduction

The marginal seal is an essential factor in the longevity of a
dental restoration. Leakage at the deep gingival margin can
lead to secondary caries development resulting in the failure
of the restoration and compromising the health of the vital
pulp tissue [1]. In root canal treated teeth the penetration of
microorganisms through the coronal orifice of the root canal
may also cause recontamination and subsequent failure of the
endodontic treatment [2].

Resin-based composite restorative materials (RBC) are
widely used among dentists as the most common restorative
material. Evolution in both filler and polymer technology led to
a wide selection of materials that provide the adequate char-
acteristics required for each clinical situation [3]. Besides the
conventional RBCs, bulk-fill and fiber reinforced RBCs are also
available in the market as improved materials. Low and high
viscosity bulk filling composites usually have higher translu-
cency, and sometimes a modified initiator system to ensure
better curing in depth, as compared to conventional compos-
ites. These materials are recommended to use in 4 mm or even
5mm in thickness without stratification [4], and promise ade-
quate curing depth, physical and mechanical properties. Many
bulk-fill composite resins have been investigated regarding
different parameters like mechanical features, degree of con-
version, polymerization stress or microleakage. On the one
hand, such studies have shown that bulk-fill composite resins
have similar physical and chemical properties as conventional
RBCs [5-8], on the other hand, bulk filling RBCs were found
to have lower mechanical properties, higher shrinkage rate
and lower degree of conversion in the recommended 4 mm
thickness compared to 2 mm of the conventional RBC’s [9-11].

Fiber reinforcement of conventional dental composites
were also introduced with the aim of enhancing their physical
properties [12]. The enhancement was due to the stress trans-
fer from the matrix to the fibers depending on the fibers length
and diameter, leading to high resistance to fracture [13,14].
Besides the above mentioned developments, manufacturers
are looking for continuous improvements to eliminate disad-
vantageous properties, like the polymerization shrinkage and
the inadequate rate of polymerization. The presence of the
aforementioned drawbacks adversely affects the marginal or
coronal leakage. To avoid it, flowable RBCs could be used at
the gingival margins of a proximal cavity or as a barrier to seal
the orifices of the root canals [15]. Flowable RBCs have better
adaptation to the cavity walls owing to their high tooth sur-
face wetting ability, ensuring penetration into all irregularities
[16].

Pre-heating of RBC can also decrease microleakage.
Increasing the polymerization temperature leads to lower
viscosity thus increasing the fluidity and improving the adap-
tation of the RBC material to the cavity [17,18]. Pre-heating
in turn results in greater mobility of monomer molecules
within the resin matrix, enhances free radical formation,
which results in a higher value of the DC and shorten curing
time [19,20]. The increased mobility of monomers at ele-
vated temperature can lead to delayed autodeceleration stage
of the polymerization reaction thus contribute to increased
monomer conversion [21]. In addition, pre-heating signifi-

cantly reduces the generation of shrinkage forces in both
high-viscosity bulk-fill and conventional resin composites
[22].

Clinical restoring procedures meet complex cavity shapes
which could be challenging. Occasionally, cavity preparations
that are 7-10mm deep with a narrow orifice, as well as the
angulation of the light curing tip may influence the polymer-
ization rate of RBCs. Incomplete curing can lead to the early
degradation, wear of the RBC restoration and also affect the
functional durability, eventually leading to failure [23]. Light-
curing an RBC is a complex process, as the depth of cure is
affected by material composition, layer thickness, irradiance,
curing time and variety of other factors [24]. For adequate
polymerization the conventional RBC should receive a radi-
ant exposure within the 16-24J/cm? range [25]. This radiant
exposure or energy density is calculated by multiplying the
irradiance level coming from the light curing unit (LCU) by its
duration [25]. Curing time is set depending of the irradiance
level of the LCU. The “exposure reciprocity low” proposes reci-
procity between the irradiance level and exposure duration
to achieve equivalent DC of RBCs. This low has been evalu-
ated in the literature and found not to apply, as it depends
on the photoinitiator- and monomer-system of the RBC, the
spectral radiant power of the LCU and is even time-dependent
[26-28]. Selig et al. showed that an exposure time of only 10s
and above gave a sufficient DC [29], thus increasing the light
exposure time results in higher radiant exposure reaching the
RBC increment, especially with conservative cavity prepara-
tion (small orifice) and increased distance between the LCU
tip and the RBC surface [30].

Selecting the proper material from the wide range available
in the market is also a hard decision. In deep, occasionally
irregular cavities the RBC should be easy to handle - if it is
possible without the conventional layering — well adaptable
and must be converted at an acceptable degree to provide good
sealing and mechanical properties with low solubility. When
sealing the orifices in root canal treated teeth, the use of a
well distinguished material could be also advisable supposing
a possible future re-treatment.

The purpose of this study was to measure the conversion
degree with micro-Raman spectroscopy at the top and bottom
of the first layer of a conventional sculptable and flowable,
two flowable bulk-fill, a fibre-reinforced high-viscosity bulk-fill
and a low-viscosity, coloured polyacid-modified RBC applied
in a clinically relevant in vitro model, where an 8 mm distance
from the light guide tip to the bottom side of the cavity was
compiled. Further aim was to determine the effect of the rec-
ommended and the doubled curing time, as well as the RBC’s
pre-heating to 35°C or 55 °C on the polymerization rate of the
investigated materials.

2. Materials and methods
2.1.  Preparation of the composite resin specimens

During this in vitro study six brands of resin composite
material - a conventional sculptable microhybrid, a flowable
nanofill, two flowable bulk-fill RBC, a fibre-reinforced bulk-
fill material and a polyacid-modified RBC - were analyzed.
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Table 1 - Materials, manufactures and composition.

Group Material layer Code  Manufacturer Shade  Organic Filler Filler
thickness matrix loading
Conventional Filtek Z250 2 mm FZ 3M ESPE, St. Paul, A2 Bis-GMA, UDMA, 0.6 pm 78 wt%
RBC MN, USA Bis-EMA, zirconia-silica
TEGDMA
Conventional Filtek Ultimate FUF 3M ESPE, St. Paul, A2 BisGMA, Zirconia/silica, 65 Wt%
flowable RBC Flow 2mm MN, USA TEGDMA, ytterbium
Procrylat resin trifluoride
Filtek Bulk Fill FBF 3M ESPE, St. Paul, 8] BisGMA, UDMA, Zirconia/silica, 64.5 wt%
Bl R 4mm MN, USA BiSEMA, ytterbium
Procrylat resin trifluoride
SureFil SDR Flow SDR Dentsply, U Modified UDMA, Ba-Al-F-B silicate 68 wt%
4mm Milford, DE, USA EBPADMA, glass, Sr-Al-F
TEGDMA silicate glass
Short glass fiber- EverX Posterior EX GC Europe, U BisGMA, Barium glass, 74.2wWt%
reinforced RBC 4mm Leuven, Belgium TEGDMA, PMMA short E-glass
fibers
Polyacid- Twinky Star Flow TS VOCO GMBH, Blue BisGMA, Ba-Al-F-B silicate 65 wt%
modified Blue 2mm Cuxhaven, TEGDMA, UDMA, glass, silicon
RBC Germany carboxylic acid dioxide, glimmer

modified
methacrylate

Abbreviation: RBC: resin-based composite; U: universal; UDMA: urethane dimethacrylate; EBPADMA: ethoxylated Bisphenol A dimethacrylate;
TEGDMA: triethylene glycol dimethacrylate; BisEMA: Bisphenol A polyethylene glycol diether dimethacrylate; BisGMA: Bisphenol A diglycidil

ether dimethacrylate; PMMA: polymethyl methacrylate.

The brand, the chemical composition and the manufacturer
are presented in Table 1. According to the sample prepara-
tion and polymerization method, four experimental groups of
specimens were divided. In each group, from each material,
5 specimens were prepared. Table 2 shows the experimen-
tal groups according to the method of polymerization and the
abbreviations of the investigated materials.

Cylindrical Teflon molds with 5mm internal diameter and
8mm in height (representing a pulp chamber or deep proxi-
mal cavity) were constructed from two parts stacked on top
of one another, according to the recommended thickness of
the investigated materials. The schematic figure of sample
preparation is presented in Fig. 1. For conventional sculpt-
able and flowable RBCs and for the polyacid-modified resin
composite the mold was built up from a 2 and a 6 mm high
parts. For the bulk-fill RBCs the mold was constructed from
two 4mm high parts. Specimen preparation was performed
inside a temperature-controlled chamber set at 25 °C. Materi-
als with recommended 2 mm layer thickness were condensed
or filled with a canula into the 2mm high mold part, which
was positioned on a glass slide. Thereafter, the uncured RBC
was covered with a polyester (Mylar) strip in order to avoid
contact with oxygen, which is an inhibitor of the polymeriza-
tion. Immediately after that the 6 mm mold was positioned
on top of the 2mm mold filled with the investigated mate-
rial providing the distance between the light curing guide
and the material. The specimen was irradiated with a Light
Emitting Diode (LED) curing unit (» = 420-480 nm; LED.D, Wood-
pecker, Guilin, China) in standard mode, at an average tip
irradiance of 1450 mW/cm? with an 8 mm diameter fiberglass
light guide. The irradiance of the LED source was moni-
tored before and after curing with a radiometer (Cure Rite,
Dentsply, Milford, DE, USA). The curing light guide was cen-
trally positioned directly on the mold entrance and the tip

of the light guide was ensured to be parallel to the sample.
Recommended curing time was applied for Group 1 (control),
whereas double exposure time for group 4 (Table 2). For the
bulk-fill RBCs the 4 mm high mold was positioned on the glass
slide and was filled with the material in the recommended
4mm thickness. The top of the sample was covered with a
Mylar strip and the second 4 mm high mold was positioned
on top of the first one, then the specimen was irradiated as
mentioned above. In case of pre-heated groups, the RBC pre-
heating was performed using a resin composite heating device
(Ena Heat, Micerium, Avegno, Italy) preset to 35°C (Group
2) and 55°C (Group 3). The attained RBC’s temperature was
measured with a thermocouple probe (Type K thermocouple
device; @=0.5mm; Cu/CuNi; TC Direct, Budapest, Hungary)
which was coupled to a digital thermometer (EL-EnviroPad-
TC, Lascar Electronics Ltd., Salisbury, UK), with a resolution of
0.1 per 1°C and a data sampling frequency of 1 measurement
per second. The preparation for the pre-heated specimens fol-
lowed the above described protocol and was photoactivated
with the recommended irradiation time for each material,
respectively.

Additionally, the irradiance which reached the top of the
2mm conventional and the 4mm bulk-fill RBC, was mea-
sured with the radiometer. The 6 mm high mold part with
S5mm internal diameter was positioned at the center of the
radiometer sensor and the incident irradiance was recorded,
representing the radiant power which reaches the top of the
conventional sculptable and flowable, or polyacid-modified
RBC sample, filled into the 2mm high mold. Then the pro-
cedure was repeated with the 4 mm high mold to indicate the
irradiance, that reached the top of the bulk-fill RBC, filled into
the 4mm high mold part. According to this information the
radiant exposure (J/cm?) could be calculated with the product
of the irradiance (mW/cm?) and the exposure time (s).
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Table 2 - Methods of polymerization and abbreviations of the investigated materials.

0ce

Methods of Material Materials, exposure time, abbreviations, calculated radiant exposure
polymerization temperature
Filtek Filtek Ultimate Filtek Bulk Surefil EverX Twinky
7250 Flow Fill Flow SDR Posterior Star Blue
Group1 Exposure time 25°C 20s FZ_20 9J/cm? 20s FUF_20 10s FBF.10 20s SDR.20 10s EX_10 40s TS_40
recommended by 9J/cm? 5.1J/cm? 10.2J/cm? 5.1J/cm? 18]J/cm?
the
manufacturer
Group?2 Pre-heating to 35°C 20s FZ_35.20 20s FUF_35.20 10s FBF_35_10 20s SDR_35_20 10s EX_35.10 40s TS_35.40
35°C and 9J/cm? 9J/cm? 5.1J/cm? 10.2J/cm? 5.1J/cm? 18]/cm?
recommended
exposure time
Group3 Pre-heating to 55°C 20s FZ_.55.20 20s FUF.55_20 10s FBF.55.10 20s SDR.55.20 10s EX.55.10 40s TS.55.40
55°C and 9J/cm? 9J/cm? 5.1J/cm? 10.2J/cm? 5.1J/cm? 18]/cm?
recommended
exposure time
Group4 Double exposure 25°C 40s FZ_40 40s FUF 40 20s FBF.20 40s SDR_40 20s EX_20 80s TS_80
time 18J/cm? 18]/cm? 10.2J/cm? 20.4]/cm? 10.2J/cm? 36]J/cm?
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A. Sample preparation in 2 mm layer thickness

Mylar strip

‘ Uncured Il 2mm

4 mm

Mylar strip (7\\/

Uncured 4 mm

RBC

—————

Light curing tip

8 mm

Light curing tip

8 mm

RBC
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\_—/"

Fig. 1 - Schematic figure of the 2mm thick (A) and the 4mm thick (B) sample preparation.

2.2.  Micro-Raman spectroscopy measurement

The 24h post-cure DC values of the polymerized composite
resin samples were examined using Labram HR 800 Confocal
Raman spectrometer (HORIBA Jobin Yvon S.A.S., Longjumeau
Cedex, France). The following sets of parameters were applied
during the micro-Raman measurements: 20 mW He-Ne laser
with 632.817 nm wavelength, spatial resolution ~1.5 pm, spec-
tral resolution ~2.5cm™1, magnification x 100 (Olympus UK
Ltd., London, UK). The spectra were taken on the top surface
of the composite specimens at three random locations with
10s integration time and ten acquisitions were averaged for
each geometrical point. Spectra of uncured composite were
taken as reference. Post-processing of spectra was performed
using the dedicated software LabSpec 5.0 (HORIBA Jobin Yvon
S.A.S., Longjumeau Cedex, France). The ratio of double-bond
content of monomer to polymer in the composite resin was
calculated according to the following equation:

DC% = (1 — (Reured/Runcured)) x 100

where R is the ratio of peak intensities at 1639cm~! and
1609 cm~! associated to the aliphatic and aromatic (uncon-
jugated and conjugated) C-C stretching in cured and uncured
composite resins, respectively.

2.3. Statistical analysis

The statistical analysis was performed using the SPSS (Sta-
tistical Package for Social Science, SPSS Inc., Chicago, USA)
software for Windows. The values for degree of conversion
between the studied test groups and between each mate-
rial were compared by one-way analysis of variance (ANOVA)
test. For multiple comparisons the significance between the
groups, materials and between the top and bottom surfaces
was determined by Scheffe’s post-hoc test at «=0.05 level.

3. Results

Fig. 2 shows the degree of conversion at the top of the inves-
tigated materials according to the method of polymerization.
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Degree of conversion at the top of the investigated materials
according to the method of polymerization
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Fig. 2 - Degree of conversion at the top of the investigated materials according to the method of polymerization. The * mark

indicates statistically significant difference between the investigated materials.

Degree of conversion at the bottom of the investigated materials
according to the method of polymerization
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Fig. 3 - Degree of conversion at the bottom of the investigated materials according to the method of polymerization. The *
mark indicates statistically significant difference between the investigated materials.

Regarding the top of the samples, conversion degree of the dif-
ferent materials ranged between 38.9% and 75.6%. The lowest
value was measured in case of conventional sculptable micro-
hybrid RBC (FZ_20) irradiated with the recommended exposure
time at room temperature, meanwhile the highest DC% was
detected in the case of the polyacid-modified resin compos-
ite (TS-80) with double exposure time at room temperature. In
Group 1 the highest DC was measured in case of conventional
flowable RBC (FUF_20) in 2 mm layer thickness. Similar values

were detected on SDR_20 in 4 mm layer thickness and on TS_40
in 2mm layer thickness. In Group 2 the effect of pre-heating
to 35°C was divisive. For FZ_35_20, FBF_35_10 and EX_35.10
there was a statistically significant increase in DC% on the
top surface compared to the FZ_20, FBF_10 and EX_10 belong
to Group 1. On the other hand, in most of the low viscosity
materials (FUF_35.20, SDR_35_20 and TS_35.40) a statistically
significant decrease was detected. In group 3. similar distribu-
tion in DC% was observed. In group 4. significantly higher DC
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Fig. 4 - Degree of conversion at the top and the bottom of the investigated materials according to the polymerization
methods. The * mark indicates a statistically significant difference between the investigated groups and as well as between

top and bottom surfaces.

values {5-15% more) were measured compared to the single
exposure at room temperature, except for SDR, which showed
similar DC values both in Group 1 and 4. Double exposure time
provided significantly higher DC for each material compared
to the pre heated groups, except for EX, on which the effect
of pre-heating to 55 °C dramatically improved the rate of poly-
merization. Fig. 3 demonstrates the degree of conversion at the
bottom of the investigated materials according to the method
of polymerization. Focusing on the bottom of the samples, the
conversion degree of the different materials ranged between
33.4 and 65.6%. Similarly to the results of the top DC%, the
lowest value was measured in case of FZ_20 and the high-
est was detected on TS_80. In general, at the bottom of the
samples, in all cases, a lower value (5-15% less) could be mea-
sured than at the top. However, the decrease in DC was not

statistically significant in any of the materials. Fig. 4 shows
the degree of conversion and the statistical significance at the
top and the bottom of the investigated RBCs according to the
polymerization methods. In the case of FZ_20, EX_10, TS_40
(Group 1) and in EX_20 (Group 4) the difference was not statis-
tically significant between the top and bottom DCs. In the case
of SDR the DC of the top and bottom surfaces was similar in
all groups. In the low viscosity materials pre-heating to 35°C
inhibited the DC level at the bottom to reach the DC values of
Group 1(FUF_35_20, FBF_35_10, SDR-35_20, TS_35.40) and had no
statistically significant effect on the high viscosity materials
(FZ_35.20, EX_35.10). In Group 3, the same result was observed
in almost all low viscosity materials and a significant increase
was detected in the high viscosity RBCs (FZ_55_20, EX_55_10).
Double exposure unequivocally increased the DC values at the
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bottom of the samples compared to Group 1, 2 and 3, except
EX_20, where the highest DC was observed in Group 3, when
the material was pre-heated to 55°C.

The irradiance decreased from 1450mW/cm? to
510mW/cm? in the 4mm deep mold, while in the case
of the 6mm deep mold with 5mm internal diameter, it
decreased to 450mW/cm?. The calculated radiant energy
delivered to the samples is presented in Table 2.

4, Discussion

In this study a clinically relevant 8 mm deep, 5mm wide mold
was filled with six different RBCs in the recommended layer
thicknesses, irradiated with the recommended and its dou-
bled exposure time as well as pre-heated to 35 and 55°C.
The degree of conversion at the top and bottom surfaces was
assessed using micro-Raman spectroscopy. Different type of
RBC materials were included in this investigation: a commer-
cial sculptable microhybrid RBC (FZ), a conventional flowable
nanofill RBC (FUF), a nanofill flowable bulk-fill RBC (FBF),
another flowable bulk-fill RBC (SDR), a short glass-fiber rein-
forced bulk-fill RBC (EX) and a colored polyacid- modified RBC
(TS).

The polymerization process has a major influence on the
mechanical and biological properties of light cured RBCs [3].
Resin composite polymerization depends on the chemical
structure of the monomer, filler particle characteristics, the
photoinitiator concentration and the polymerization condi-
tions, such as the spectral irradiance, exposure duration,
distance between the curing guide and the material, layer
thickness, just to mention a few of them [31,32]. An incre-
ment thickness of 2mm is the gold standard for composite
resin placement and curing [23]. It is technique sensitive and
time consuming in cases of deeper posterior restorations or
during coronal sealing of an endodontically treated tooth. To
address these problems, various manufactures have recently
introduced the newest type of resins, so called bulk-fill mate-
rials which claim to cure at a maximum increment thickness
of 4mm.

According to our results, with the recommended expo-
sure time (Group 1) the commercial sculptable RBC in 2mm
layer thickness with 20s irradiation showed the lowest DC%
at the top and bottom surface of the samples. This RBC
has the highest amount of filler content (78 wt%) among the
investigated materials, which exhibited the highest light dis-
tribution. Halvorson et al. demonstrated, that increasing the
filler-matrix ratio progressively decreases conversion, because
an increased amount of filler particles is an obstacle for poly-
meric chain propagation [33]. To provide acceptable depth
of cure in 4mm or more layer thickness, the manufacturers
of bulk-fill RBCs were able to improve polymerization depth
by the use of potent photoinitiator systems along with an
increased translucency [34]. However, with the recommended
exposure time, bulk-fill RBCs (except SDR) did not reach the DC
level of the 2mm thick commercial as well as the polyacid-
modified flowable RBC’s DC value at the top of the samples
in our investigation. Each RBC product revealed an inverse
correlation between DC and depth. The monomer to polymer
conversions showed 5-15% lower values at the bottom, except

for SDR, where the DC % reached the value measured at the
top. It also exceeded the polymerization rate of the materi-
als used in 2 mm layer thickness. The unique combination of
glass filler loading with SDR resin provides high depth of cure
in the recommended 4 mm thickness [35]. Besides the filler-
matrix ratio, the DC is affected by the viscosity and reactivity
of the monomers, as well [36,37]. In our study, only the SDR
monomer system does not contain BisGMA, which is consid-
ered the most viscous, thus the less mobile monomer. SDR
is a UDMA/EBPADMA-based bulk-fill flowable composite with
additional TEGDMA, which has a synergistic effect on the rate
of polymerization. Thus, the DC value of this monomer is
significantly higher than that of the other investigated bulk-
fill materials [38]. In addition, a photo-active modulator -
embedded in the polymerizable resin backbone of the SDR
resin monomer - may cooperate with camphorquinone (CQ),
thereby facilitating polymerization.

In Group 4 with double exposure, the materials showed
almost the same order, but with a 5-15% higher DC level on
the top of the samples. It has been concluded by Zorzin et al.,
that extended curing time (30s) had a positive effect on poly-
merization properties, so enhanced light curing of bulk-fills in
deep cavities is recommended [39]. It is well-documented that
radiant exposure (irradiance x exposure duration) of the light
cure influences the DC and DOC of RBCs, thus a given radi-
ant exposure can be delivered with different combinations of
irradiance and exposure duration [25-27,40] Daugherty et al.
concluded that the polymerization kinetics have been found
to be highly complex, and a simple reciprocal relationship
between radiant exposure and exposure time does not exist
since irradiance and exposure can independently affect DC
and DOC [41]. Increased depth of the cavity implies a radi-
ant exposure reduction, whereas the irradiance of the light
exponentially decreases with distance. Rueggeberg et al. and
Emami and Séderholm concluded, that in order for a 2mm
thick conventional RBC increment to have adequate polymer-
ization, it should receive a radiant exposure within the 16-24
J/cm? range [25,26]. In our study, an 8 mm deep cavity was sim-
ulated, where the distance between the light curing tip and the
material top surface is increased, thus a decreased irradiance
could initiate the polymerization. At 2mm layer thickness
(FZ, FUF, TS) the photons travel through 6 mm to reach the
material’s surface. This distance decreased the 1450 mW/cm?
irradiance provided by the LED curing unit to ~740 mW/cm?,
however the small-5mm in diameter - orifice of the cavity fur-
ther decreased the irradiance to 450 mW/cm?. At 4 mm layer
thickness (FBF, SDR, EX) in the 8 mm deep simulated cavity the
photons travel through 4 mm distance, which decreases their
radiant power to 930 mW/cm?, and the shuttering effect of the
narrow orifice resulted in 510 mW/cm? irradiance. The benefi-
cial effect of the longer exposure duration is evident in group
4 in these conditions, however the DC of the different mate-
rials was not in correlation with the radiant exposure. The
exception was TS, where the doubled exposure time increased
the radiant exposure to 36]/cm?, resulted in 75.6% DC at the
top surface and 65.6% at the bottom of the sample, which
was the highest rate of polymerization among the investi-
gated materials. The conventional flowable RBC (FUF) in also
2mm layer thickness received 18]J/cm? radiant exposure and
performed well with its 73% DC level at the top surface. The
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bulk-fill materials failed to reach the DC value of the 2mm
thick flowable RBC’s, but exceeded the polymerization rate
of the sculptable FZ. At the bottom of the specimens, how-
ever, the bulk-fill RBCs performed better than the conventional
RBCsused in 2 mm thickness, except FBF. The composition and
initiator system of SDR and EX provided a convincing DC%
through its 4mm layer thickness without significant differ-
ence between the top and the bottom surfaces, cured in an
8mm deep simulated cavity. Although, the highest DC was
provided by TS (received 36J/cm?), there was no significant
difference found between TS and SDR (received 20.4]/cm?),
or TS and EX (received 10.2J/cm?) at the bottom surface in
Group 4. According to our results, SDR was unique among the
investigated materials with its 63% degree of conversion at the
bottom of the samples, both in Group 1 and 4. It means, the
rate of polymerization was the same (63%) with the recom-
mended (20s) and its double (40s) exposure time in an 8 mm
deep simulated cavity with 4 mm layer thickness.
Considering EX, in spite of the fact, that the 4 mm thick EX
sample received less energy density (10.2]/cm?) compared to
the 2mm thick conventional one (18]/cm?), provided higher
DC% at the bottom of the 4mm thick sample. In fact, did
not differ significantly from the highest values of TS and
SDR, which received greater radiant exposure, 36]/cm? and
20.4]/cm?, respectively. Certainly the short glass fibers have
great significance in providing high depth of cure with the
extended curing time (20 s) at the bottom of the samples. Sim-
ilarity between the fiber/matrix refractive indices may allow
light penetration into the deeper parts of the material. Goracci
et al. concluded in their experiment, that EX exhibited DOC
over 4mm, the maximum thickness recommended for bulk
placement [42]. From the available bulk-fill RBCs, besides SDR
and EX, FBF was also investigated in this study. A universal
shade was selected for all three brands. The absence or low
amount of pigments in universal shaded, more translucent
composite resin materials also have a beneficial effect on DC or
depth of cure because pigments are opaque particles that will
limit light penetration and reduce the degree of polymeriza-
tion at greater depths [43] Although, Ilie found no correlation
among DC and light transmittance. It was concluded, that
light transmission changes during polymerization do not alter
polymerization kinetics in modern bulk-fill RBCs [44]. Among
bulk-fill materials in the present study, FBF has the lowest filler
loading and the highest translucency parameter [45]. Despite
of these advantageous parameters, FBF failed to reach the DC
of the other investigated materials, especially at the bottom
of the 8mm deep simulated cavity in Group 1 and 4, except
for FZ. In accordance with previous studies, the DC values for
FBF were lower compared to the conventional flowable RBCs or
to the other investigated bulk-fill materials [6,44]. Considering
the chemical composition of FBF, it has the same filler con-
tent than the conventional flowable RBC (FUF) from the same
manufacturer, however the matrix composition is different.
FUF contains highly viscous BisGMA, low molecular weight,
highly mobile and reactive TEGDMA as a diluting monomer
and a Procrylate monomer. In case of FBF, besides Procrylate
resin, BisGMA was combined with UDMA and BisEMA, instead
of TEGDMA. Although the viscosity of UDMA is much lower
than that of BisGMA, when it is mixed with the high molec-
ular weight BisEMA, it can significantly restrict the mobility

of UDMA monomers and decrease their reactivity and con-
version value [6,46]. The other influencing factor of DC is the
radiant exposure delivered to the material. With the recom-
mended 10s curing time and 1450 mW/cm? irradiance, the
delivered energy density was only 5.1J/cm?, which increased
to 10.2J/cm? with the extended irradiation time.

In Group 2 and 3 the effect of pre-heating on degree of
conversion was investigated. Increasing the temperature of
the RBC before application, decreases their viscosity, there-
fore enhances the marginal adaptation, reduces microleakage
[17], and significantly reduces shrinkage force formation [22],
while maintaining or increasing the degree of conversion and
crosslinking by enhancing free radical and monomer mobil-
ity and increasing collisions among molecules [20,21]. The
restoration of deep cavities with a narrow orifice - i.e. pulp
chamber - could be difficult, considering the decreased irradi-
ance of the curing light, that can reach the surface of the first
RBClayer. Based on these considerations, the aim of increasing
the temperature of the investigated materials was to deter-
mine the influence on degree of conversion in 8mm deep -
clinically relevant — simulated cavities. Two temperature val-
ues were used, 35°C and 55 °C. As Fig. 3 shows, both in Group
2 and 3 two main effect was detected. In case of sculptable
conventional RBC (FZ) and sculptable glass-fibre reinforced
bulk-fill RBC (EX) a significant increase in DC% was found as a
positive influence of pre-heating. In Group 2, the increase was
remarkable at the top and less, but significant, at the bottom
of the samples. In Group 3 the pre-heating to 55°C increased
the DC level by 20% at the top and around 15% at the bot-
tom. This increase at the top of FZ and EX exceeded the DC
values found in group 4, however, the DC% was higher at the
bottom only for EX, compared to the double exposure. On the
other hand, in case of the flowable RBCs, a negative effect on
DC% was detected both in Group 2 and 3, especially at the
bottom of the samples, compared to Group 1. Interestingly,
there was not significant difference in DC values of flowable
RBCs at the bottom between Group 2 and 3. At the top, the
results were not as homogenous than at the bottom: in case
of FUF, SDR and TS_35_40 a significant decrease was detected,
meanwhile FBF showed a significant increase. The unexpected
decrease of DC level of pre-heated (both 35°C and 55 °C) flow-
able RBCs from the top to the bottom may be caused by the
rapid cooling process of materials with lower filler content
[47]. In our study the material was placed in an 8 mm deep
mold under a non-isothermal condition, where the compos-
ite temperature reached after pre-heating is not stabilized,
in order to simulate a clinically realistic scenario. Plasmans
et al. reported an intraoral temperature of 25.1°C around
the treatment area after rubber dam isolation [48]. Studies,
that have shown improvement in monomer conversion upon
pre-heating generally maintained the resin composite tem-
perature constant during the experimentation [20,21]. Once
RBC temperature is elevated, there is a time delay between
removing it from the heating device, dispensing it from a
canula or syringe, placing it into an occasionally deep cavity,
contouring it, and subsequently light-curing it. Our prelimi-
nary investigations revealed that during the 40 s manipulation
time interval between RBC removal from the heater and start
of photoactivation with 20s, the temperature of the 55°C pre-
heated flowable test materials decreased to 26.2°C. Results
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provided by Lohbauer et al. also confirm that RBC’s temper-
ature rapidly drops to the physiological level upon removal
from the pre-heating device [18]. Polymerization is an exother-
mic process and the heat liberated tends to accelerate the
curing reaction. Generated heat increases the system temper-
ature leading to decrease of viscosity and improves molecular
mobility, increasing collision frequency of reactive radicals
and postponing diffusion-controlled propagation, also known
as autodeceleration, thus increasing final conversion [21].
However, during cooling the polymer formation has an excess
heat loss. It deprives energy from the system, which is nec-
essary for polymer chain propagation. The gel-phase interval
may be decreased, autodeceleration takes place and leads
to early vitrification, decreasing the degree of conversion.
The polymerization as an exothermic process is influenced
by the environmental temperature, curing time, monomer
and filler content and nature of the filler surface [49]. Our
results show different effect of pre-heating thermal changes
on RBCs, probably depending on their filler content. On highly
filled RBCs (FZ, EX) the pre-heating had a positive effect, it
could increase significantly the DC% at the top and bottom,
however on RBCs with lower filler content, the pre-heating
even resulted in a negative effect on the bottom of the sam-
ples. These results are contradictious to most of the previous
experiments [20,21], however Taubock et al. reported sim-
ilar, non-isothermal, real scenario pre-heating experiments
and among the five investigated materials, only one showed
significant DC% increase resulted from the pre-heating and
in case of three materials, a non-significant DC% decrease
was presented [22]. The observed DC% values and changes
reflect overall result of the temperature dependent complex
processes. It is speculated, that, on one hand, the higher vol-
ume content of inorganic fillers kept more energy and allowed
for a delayed autodeceleration. According to another aspect,
Plueddemann stated, that organofunctional silane coupling
agents are hybrid organic-inorganic compounds which act
as an interface between inorganic filler and organic polymer
matrix and can help overcome the obstacle resulting from the
mismatch of thermal coefficient [50]. In sculptable RBCs the
filler content, thus the filler/matrix interface is higher. The
dynamic equilibrium created at the silane interface between
the filler and the polymer may provide higher exotherm reac-
tion and dense bond formation at the deeper regions as well.
This effect is stronger when the temperature increased to a
higher level. On the other hand, in case of the less-filled RBCs,
the highest DC% values were resulted on room temperature
and most of them showed a negative effect of the pre-heating,
indicating that, some part of the exothermic polymerization
reaction is shifted towards the reactants, or the chain prop-
agation is inhibited. It§ worth to mention here also, that in
most cases of polymerization the entropy change associated
with the building of one new segment into the chain contin-
uously decreases since the rotational freedom of the chain
decreases with an increasing length of the chain. The large
negative entropy change inhibits the spontaneous growth of
the chain due to the very small or positive free enthalpy
(Gibbs free energy). Due to its complexity, further investiga-
tions are necessary to clarify this phenomenon. Preliminary
testing of FZ and FUF in 8 mm deep cavity at isothermic
(55°C) condition resulted in 65 DC% and 63 DC% at the top

and 59 DC% and 60.5 DC% at the bottom, respectively. These
are higher DC values, compared to the results observed in
this present study under clinically relevant conditions, there-
fore supporting the results that were concluded in previous
experiments [20,21]. However, the above mentioned mea-
surements are under work, supplemented with continuous
testing of thermal changes during the restorative procedures.
In some cases of flowable RBCs (FUF and TS_55.40) the pre-
heating provided enough energy to reach higher DClevel at the
top, however the sudden drop of temperature decreased the
diffusion-controlled propagation towards the bottom of the
samples leading to lower DC, compared to the control group
(Group 1).

The minimum DC% for clinically acceptable restoration has
not yet been exactly recognized [51]. Soares et al. reported
that, for occlusal restorative layers, DC values should be at
least 55% [52]. In our investigation the samples represented
the first layer of light-cured RBC, which are covered with more
subsequent layers in clinical situation. However, the adequate
degree of monomer conversion is also essential at the bottom
of the cavity close to the pulp space or at the proximal gingival
margin. According to our results in Group 1 only SDR and TS,
only EX in Group 3 and FUF, SDR, EX and TS in group 4 pro-
vided this DC level at the bottom of the samples in an 8 mm
deep and 5 mm wide simulated cavity.

Present study, however, has some limitations. Firstly, this
is an in vitro study and the specimens were prepared in a
teflon mold and irradiated from an “occlusal” direction. In
case of in vivo circumstances there is a possibility to irradi-
ate the composite resin specimen from a buccal or lingual
aspect as well, to improve the DC. Although, indirect poly-
merization of the RBCs through a substance significantly
reduces the radiant exposure delivered to the material, since
the tooth absorbs the energy originated from the photocur-
ing device [53]. Secondly, the DC measurements do not yield
information about the mechanical properties or the devel-
opment of contraction stress in the investigated materials
in response to recommended or doubled duration exposures
and pre-heating. Although, direct correlation existed between
hardness and DC, further mechanical testing, like three-point
bending is planned to get more information about the relation
of DC and mechanical characteristics. Thirdly, a commercial
handheld dental radiometer was used in this survey to mea-
sure the radiant exitance from the curing unit and to calculate
the radiant exposure received by the RBC through the mold
with 4 and 6 mm depth and 5mm internal orifice diameter.
Price et al. discourages the use of irradiance values derived
from a dental radiometer to describe the real spectral radiant
power from an LCU [32]. However, in our study only one type of
LCU was used and all the specimens were prepared in molds
with the same dimension in diameter and with standardized
LCU tip positioning to the mold’s orifice, thus the spectral radi-
ant power was similar for all the investigated materials and
the received energy density was influenced only by the dis-
tance between the light curing tip and the material. Although,
the values of the calculated radiant exposure are not accu-
rate due to the usage of a radiometer, it is presumed, that the
comparison of resulted DC data for the investigated materi-
als is relevant. Finally, further investigations are necessary to
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clarify the negative effect of pre-heating on the DC of flowable
RBCs.

5.

Conclusion

Within the limitations of this in vitro study - simulating an
eight mm deep clinically relevant simulated cavity — the fol-
lowing conclusions can be stated:

1)

Significantly higher DC levels were measured at the top of
the samples compared to the bottom in each investigated
material, in each experimental group, except SDR in Group
1and 4.

Doubling the exposure time had a significant effect on DC%
except for SDR. It provided the highest DC% at the bottom
of the samples in Group 1 and 4, regardless the exposure
time, thus the radiant exposure.

Radiant exposure had no direct correlation with DC espe-
cially in bulk-fill RBCs.

Pre-heating had a positive effect on the DC% of the high-
viscosity RBCs (especially 55 °C on the DC% of EX) and had
negative effect on DC% of the low-viscosity RBCs at the
bottom of the samples.
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The quantum cluster equilibrium (QCE) theory was applied for liquid methanol using MP2(fc)/6-
31+G(d,p) cluster geometries and MP2/6-311++G(d,p) energies. Three approaches for the determination
of the empirical parameters inherent in the QCE model, a,,rand by,, were considered, while the molar vol-
umes of both the liquid and the vapor were obtained from experiment. Model 1, in which a,,rand b,, were
optimized for the vapor and liquid phase, respectively, gave the best results for thermochemical param-
eters (constant pressure heat capacity C and entropy S) of methanol, especially for the liquid state. In line
with Pauling’s suggestions concerning the structure of liquid methanol, cyclic hexamers cyclo-(MeOH)g
are the dominant species, even near the boiling point (~50%) increasing to ~90% at the freezing

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

The most widely used approaches to describe liquid properties
are molecular dynamics (MD) or Monte Carlo (MC) simulations [1-
5]. Hydrogen bonding is the dominant factor responsible for the
bulk properties of water [6-9]. In contrast to water, the structure
of liquid alcohols, e.g. methanol, is not only determined by hydro-
gen bonding but hydrophobic interactions are also important.
Pauling proposed that liquid methanol mainly is composed of cyc-
lic clusters, mostly hexamers [10], whereas early MC and MD sim-
ulations all favor the existence of chains [11,12]. Recent
simulations using polarizable force fields [13] and ab initio MD cal-
culations on methanol [14] clearly show that the pairwise additive
approximation is flawed for these hydrogen-bonded liquids. A
summary of previous work on liquid methanol and methanol clus-
ters is provided by Boyd [15] and Restrepo [16]. A comprehensive
study on the methanol trimer has been done by Md et al. [17] and
Mandado et al. [18] and larger clusters (up to n =20) were calcu-
lated by Pires and DeTuri [19].

Another possibility for the treatment of bulk liquids is to apply a
static approach based on statistical thermodynamics, e.g. the quan-
tum cluster equilibrium theory (QCE) of Weinhold [20,21]. This
model has been successfully applied to describe structure and
properties of liquids containing intermolecular hydrogen bonds

* Corresponding author. Tel.: +36 72 503600/4208; fax: +36 72 501518.
E-mail address: kunsagi@gamma.ttk.pte.hu (S. Kunsagi-Maté).

0166-1280/$ - see front matter © 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.theochem.2010.07.003

like water or various alcohols [22-28], including methanol [29-
31]. In these latter papers, cluster structures were obtained from
geometry optimization by density functional theory [B3LYP/6-
31+G(d) and B3LYP/6-311G(d,p), respectively]. Ludwig showed
that the most important clusters are purely cyclic structures,
whereas lasso and chain arrangements of the methanol molecules
were found to be negligible in the liquid [30]. Borowski empha-
sized the need for a more careful fit onto more experimental data,
e.g. a set for different temperatures, of the two empirical parame-
ters (a,rand by,) within the QCE model [29]. He also noted the dis-
crepancy (1.5 ppm) between their calculated hydroxyl proton
chemical shift and the experimental one. In contrast, Ludwig has
found an excellent agreement between room temperature chemi-
cal shifts and those calculated for the (MeOH)s and (MeOH)g ring
cluster structures [30].

The usefulness of the QCE model for the prediction of realistic
liquid structures as well as thermochemistry is essentially deter-
mined by the reliability of calculated cluster structures, binding
energies, and distribution. Besides the work of Borowski [29] and
Ludwig [30,31], the B3LYP computational procedure has also been
applied for the characterization of the (MeOH), potential energy
surface [16] as well as in a DFT investigation of methanol clusters
up to dodecamers [15]. MP2/aug-cc-pVDZ calculations on selected
methanol tetramers did not significantly change the structures but
led to improved binding energies [16]. Frequently used density
functionals have been shown to perform reasonably well for sys-
tems characterized by strong hydrogen bonds (dimers of HX,
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X =F, Cl, Br) [32]. Nevertheless, the reliability of DFT for describing
such weak interactions, e.g. the CH...O interaction possible in
methanol, might be questioned [33-35] and benchmarking by an
alternative procedure appears to be worthwhile.

Consequently, in this paper we extend the study of Ludwig of
liquid methanol to the MP2(fc) level of theory with a quite large
cluster set (81 geometries). In addition, we investigate the influ-
ence of the two empirical parameters, ans and b,,, on calculated
thermochemical properties, e.g. constant pressure heat capacity Cp,.

2. Computational methods and details
2.1. The QCE model

Since the QCE model has been described in detail previously
[20,21,36], only a brief outline will be given first. Three approaches
will be described then to determine the empirical parameters
and b,, of this model.

2.1.1. Outline of the model

The QCE model is based on statistical thermodynamics to eval-
uate the canonical partition function (Q) of the system. The differ-
ence in the evaluation of Q relative to the ideal gas approximation
is the use of two empirical parameters, an,,r and by,, which are in-
cluded in the model. These two parameters are used to describe
the intercluster interaction (amy) and to take into account the smal-
ler available volume for translation (by,).

The required data for this model are: the rotational symmetry
number of the molecule or cluster (¢); the principal moments of
inertia (I4, Is, I¢), the vibrational frequencies of normal modes (v;)
and the total energy (E;,, sum of the electronic energy and the nu-
clear repulsion) of the cluster. The zero point vibrational energy
(ZPVE) either can be added to E,, or be included in the vibrational
partition function [36]. From these calculated properties the parti-
tion function (q;) for cluster i can be obtained. The cluster partition
function g; can be factored as

qi = G elec qi,trans i rot 9i, vib (] )

where the terms at the right hand side are electronic partition func-
tion g;erec (Eq. (2)), the translational partition function g;rqns (EQ.
(5)), the rotational partition function g; .. (Eq. (8)) and the vibra-
tional partition function q;,;» (Eq. (9)), respectively. These partition
functions can be expressed as follows:

Qiclec = eiAEi/ka (2)

where AE; is the energy difference of the ith cluster and the sepa-
rated component molecules (methanol in the present case), i.e.

AE; = E; st — k(i)amf/v'" - k(i)Eref (3)

k(i) is the number of molecules in the ith cluster; a,yis the mean
field parameter to estimate the cluster-cluster interaction. This sec-
ond term on the right side containing the a,s parameter and
expressing the intercluster interactions is linearly proportional with
the density of the liquid or vapor and with the number of molecules
in the cluster. E,.; denotes the energy of one of the separated mole-
cules constituting the cluster. We choose to add the zero point
vibrational energy to E;,

Ei,clust = Ei.ror + ZPVEi (4)

By analogy, E,.ralso contains this additional term. All the E;,; should
be the BSSE corrected total energies.

V- Vexcl

= )

Qitrans =

where A; is the thermal de Broglie wavelength (Eq. (7)) of the ith
cluster with molecular mass m;. The quantity V. is the volume

filled out by the clusters which can be calculated using the appro-
priate van der Waals radii of the atoms or using the volume deter-
mined quantum mechanically from the electron density,

Vexcl = bxu Z niNAvi (6)
i

where V; is the cluster volume and V means the total volume of the
system. If the system contains 1 mole monomer units, V is the molar
volume (V,;,). Thus the V — V., represents the available free space
for translation and this free space depends on the b,, parameter.
The thermal de Broglie wavelength is expressed as follows:

A= h/ (anikBT) (7)

Qiror =—3 87 (ksT)*Inilpilc, (8)
oh
The ¢ is the symmetry number, i.e. the number of ways the
molecule or cluster can be oriented which are indistinguishable
from each other, and Iy, I, Ic with indices i are the principal mo-
ments of inertia for the ith cluster.

3N-6

Qi vib = H (1— e M/ksTy! 9)

Jj=1

where v; is the vibrational frequency of the jth normal mode.

Equality of the chemical potential y; of each cluster i in equilib-
rium and renormalization to a total number of molecules to one
mol lead to

< . m K0 k(i)—1
1:;‘k(z>qi<a) N (10)

where Ny is the Avogadro-number and summation is over all the “c”
number of cluster forms. The mol number of the ith cluster can thus
be expressed as

Y ki
m=a(g) M an
a1

The right hand side of Eq. (10) is strictly monotonically increasing
as a function of n; in the interval [0,1], so that n; can be determined
numerically easily to satisfy the equation for value 1.0. This n; then
determines the g;qns through Veyy (Eq. (5)) in the next iteration.
Thus, an iterative process will lead to the values of n; in the equilib-
rium. The convergence is fast, one can reach the equilibrium within
a few cycles. Because the main focus is on the cluster distribution
rather than the quality of the volume prediction by the model we
used the experimental densities [37] to calculate the molar volume
of the liquid or vapor at different temperatures. Consequently, there
was no need to solve Eq. (13) (discussed in the next session) for V
but only for the empirical parameter a,, Note that this parameter
has no effect on the cluster distribution! This consideration reduces
the parameters which have to be fitted to experimental data and
simplifies the model.

2.1.2. Determination of the model parameters a,,; and by,

We have required two conditions to be satisfied in applying the
model and in determining the parameters: The calculated pressure
(Egs. (12) and (13)) should be equal to the standard pressure
(101,325 Pa) and the boiling point should be equal with the exper-
imental boiling point (337.632 K) at that pressure. The latter was
satisfied by setting equal the calculated Gibbs free energies (Eq.
(14)) of the two phases at the experimental boiling point. It is pos-
sible to obtain this equality by a correct choice of the two empirical
parameters dmysand by, while keeping the pressure at the standard
pressure as detailed later in this section. The pressure for the sys-
tem is given as partial derivative of the canonical partition function:
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B 0lnQ
p_kT< Al )T (12)

After the substitution of the g; values in Eq. (12) and noting that
Qiror and qjip do not depend on the volume of the system, one ob-
tains the following expression (Eq. (13)):

p= kT <8 In Q> — kT (aZfl N; [11‘1 Qiclec + In qi.trans])
T

ov ov

8216:11\11 lrle AE/KT | Y= Vexcl:|
=kT
ov
T
o IS¢ (N | In e Ei-anskD/V-kDE/AT 1 ln%i;xd]

ov

Ampk(i) 1 1
= kTS ¢ N |/ + }
Z' 1 |: V2 V- Vexcl

1 kT
le Ni { sk (i) }

V Vexcl
The Stirling formula does not have to be applied here. Once the par-
tition function Q is known, the Gibbs free energy could be calculated
(Eq. (14)) for a given p, T and V. A is the Helmholtz thermodynamics
function.

(13)

G=A+pV=—kTInQ +pV (14)

where
fpé
i-1 Ni!

A FORTRAN77 program code was written for evaluating the canon-
ical partition function (Q) and the value of G from the available
molecular properties. The following fitting procedure for the two
empirical parameters a,y and b,, was used: To determine G for
the vapor phase at the boiling temperature a stochastic search has
been carried out with random values of a,s and b,,. It was found
that by, has a negligible effect on G in the case of vapor phase but
that G is more sensitive to the value of a, Because of this any
dependence, the simple way is to search for an,s by satisfying Eq.
(13) and using an approximate value of b,, for determining the
Gibbs free energy. Then the same procedure (stochastic search)
was used to find a,,s and by, for fixed G and p (1 atm).

Three different approaches (models) for the determination of
these two parameters have been used. In model 1 both a,,and b,,
first were fitted at the boiling point of liquid MeOH, an,s (bp) and
by, (bp). It was further assumed that for different temperatures,
amysand by, are constant for the liquid [a,(1q) = @, (bp)] and vapor
phase [b,, (vapor) = b,, (bp)], respectively. Thus, optimization at the
various temperatures was done only for a,,s (vapor) and b, (1q) by
requesting the pressure of the system to be equal to the standard
pressure, p = 101,325 Pa. In model 2, irrespective of the temperature
a constant value of a,,r= a,,s (bp) was used at all temperatures for
both the liquid as well as the vapor phase; similarly, for the vapor
phase b,, was kept constant, b,, (vapor) = b, (bp). For the liquid
phase, a temperature-dependent scaling based on the density at
the boiling point (p7,) and the respective temperature pry/pr was
applied to by, by, (1q)=by(bp) x pr/pr. Finally, in model 3,
ay; was optimized for both the liquid and vapor phase and
b,y was determined as in model 2, by, (1q) = bx,(bp) x pm/pr and
b, (vapor) = by, (bp). Similar to model 1, in model 3 the system
was required to be at standard pressure, p = 101,325 Pa.

(15)

2.2. Computation of molecular properties

B3LYP/6-31G(d)-optimized cluster structures up to (MeOH)s
were taken from Ref. [15] and further optimized by second order
Mpoller-Plesset perturbation theory [38] using the 6-31+G(d,p) ba-
sis set (MP2(fc)/6-31+G(d,p) [39,40]). Some of these structures col-
lapsed upon optimization into identical geometries, resulting in 81
unique clusters. Because of the diffuse functions we have used
tight convergence criterion for the wave function convergence
and very small integral cutoffs both for SCF and MP2. The 1E-5
Hartree/Bohr geometry convergence criteria were requested. The
final frequency analysis was requested via the NVIB = 2 keyword
where the wave function and the gradient are evaluated by per-
forming the displacements in both negative and positive Cartesian
directions. The optimized structures are available as Supplemen-
tary data. Molecular volumes were evaluated by using the
0.001 e/bohr? electron density envelope. To consider the basis set
superposition error, the BSSE were evaluated with the 6-
311++G(d,p) basis set at the MP2(fc) level. No scaling factors were
used for the calculated frequencies. Programs used were GAMESS
[41] and Gaussian 09 [42].

3. Results and discussion

In the first part, thermochemical quantities, Gibbs free energies
G, molar entropies S;;,, and constant pressure heat capacities C,,
resulting from the three approaches for determining the empirical
parameters d,y and by, of the QCE model outlined in the previous
section, will be presented. In the second part, cluster structures
and cluster distributions at various temperatures will be discussed.

3.1. Thermochemical parameters

The parameters ansand by, calculated Gibbs free energy G, devi-
ation Ap from the standard pressure as well as intercluster interac-
tion energies Ey_q computed from ans (Eq. (3)), obtained by
applying models 1-3 are presented in Tables 1-3, respectively. A
plot of the Gibbs free energy vs. temperature calculated by model
1 is shown in Fig. 1. The regression lines for the liquid and vapor
phase intersect as requested at the experimental boiling point,
T=337.632 K. Analogous plots resulting from applying model 2 or
model 3 are provided in Figs. S1 and S2 of the Supplementary data.
Model 1 in which by, (1q) was optimized at the various tempera-
tures, results in a linear temperature dependence of b,, (Fig. 2).
Since in both models 1 and 2 for the liquid phase constant
amys (1q) = apmy (bp) were used, cluster-cluster interaction energies
in the liquid phase obtained by these two models are equal (Tables
1 and 2). Similarly, in model 3 for the vapor phase the same values
of a;,rand by, as in model 1 were used. Hence, both models result in
identical Gibbs free energies and intercluster interaction energies
for the vapor phase (Tables 1 and 3).

Calculated molar entropies S;, (Eq. (16)) and constant pressure
heat capacities C, (Eq. (17)) are compared with the corresponding
experimental data [43-45] in Table 4.

@LT) — Sn (16)

(g_;l)p =G, (17)

From the data presented in Table 4 it can be clearly seen that model
1 gives slightly better agreement with experiment for the liquid
phase than model 2 while model 3 gives quite poor results, especially
for the liquid phase. These findings indicate that the parameter b,
should be optimized in case of liquid phase for the different temper-
atures. Less sensitivity of the calculated thermochemical parame-
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Table 1

Calculated Gibbs free energy G, deviation Ap from standard pressure, and cluster—cluster interaction energies Eci_q (NaGmg/Vin based on Eq. (3)) at various temperatures T according

to model 1.2
T/K plkgm— by U 10724 ] m? G/kJ mol ! Ap/Pa Ec_q/] mol ™!
298.15 786.327 1.32249295 1.08003512 —64.9152 -0.4 15,961
308.15 776911 1.33572471 1.08003512 —66.0101 -0.3 15,770
318.15 767.395 1.34907807 1.08003512 —67.1283 0.4 15,577
328.15 757.725 1.36254939 1.08003512 —68.2704 0.0 15,381
337.632 748.359 1.37541310 1.08003512 —69.3763 0.77 15,191
337.632 1.22079 1.37541310 6.47030000 —69.3764 -0.02 148.5
343.15 1.18534 1.37541310 5.16270000 —70.6906 —0.02 115.0
353.15 1.13815 1.37541310 3.97030000 -73.1119 0.03 84.9
363.15 1.10016 1.37541310 3.37820000 —75.5614 0.00 69.9
373.15 1.06600 1.37541310 2.92800000 —78.0283 0.01 58.7

@ @, constant for the liquid and by, constant for the vapor phase.

Table 2
Calculated Gibbs free energy G, deviation Ap from standard pressure, and cluster-cluster interaction energies E¢;_c; (Na@mg/Vin based on Eq. (3)) at various temperatures T according
to model 2.2
T/K plkg m~> by 10724 m? G/kJ mol~! Ap/Pa E¢_f] mol ™!
298.15 786.327 1.30900093 1.08003512 —65.0504 -97,379,690 15,961
308.15 776.911 1.32486575 1.08003512 —66.1199 —75,064,381 15,770
318.15 767.395 1.34129460 1.08003512 —67.2077 -51,370,913 15,577
328.15 757.725 1.35841205 1.08003512 —68.3129 —25,972,273 15,381
337.632 748.359 1.37541310 1.08003512 —69.3763 0.8 15,191
337.632 1.22079 1.37541310 1.08003512 —69.2527 4712.0 24.8
343.15 1.18534 1.37541310 1.08003512 —70.5997 3364.7 241
353.15 1.13815 1.37541310 1.08003512 —73.0501 2196.1 23.1
363.15 1.10016 1.37541310 1.08003512 —~75.5139 1631.6 223
373.15 1.06600 1.37541310 1.08003512 —77.9913 1231.8 21.6

@ arand by, only fitted to the boiling point of the liquid; by, for the liquid phase scaled by density and constant b, for the vapor phase.

Table 3

Calculated Gibbs free energy G, deviation Ap from standard pressure, and cluster-cluster interaction energies E¢;_c; (Na@img/Vn based on Eq. (3)) at various temperatures T according

to model 3.7
T/K plkg m—> by 1024 ] m? G/k] mol~! Ap[Pa Eci_aif] mol ™!
298.15 786.327 1.30900093 0.81153307 —61.0823 -0.1 11,993
308.15 776.911 1.32486575 0.86801507 —63.0240 0.2 12,675
318.15 767.395 1.34129460 0.93131656 —65.0627 0.1 13,432
328.15 757.725 1.35841205 1.00291413 —67.2146 -0.1 14,283
337.632 748.359 1.37541310 1.08003512 —69.3763 0.77 15,191
337.632 1.22079 1.37541310 6.47030000 —69.3764 -0.02 148.5
343.15 1.18534 1.37541310 5.16270000 —70.6906 -0.02 115.0
353.15 1.13815 1.37541310 3.97030000 -73.1119 0.03 84.9
363.15 1.10016 1.37541310 3.37820000 —75.5614 0.00 69.9
373.15 1.06600 1.37541310 2.92800000 —78.0283 0.01 58.7

¢ Parameter a,,r optimized for both liquid and vapor phase; by, for the liquid phase scaled by density and constant by, for the vapor phase.
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Fig. 2. Temperature dependence of the parameter by, as obtained from model 1.

Fig. 1. Plot of the calculated Gibbs free energy of the liquid and vapor phase vs.
temperature according to model 1.

ters is observed towards an,. Hence, this parameter can be consid-
ered as constant without compromising either the accuracy of ther-
modynamic quantities or cluster distribution. Since models 1 and 3

both use the same parameters ansand b,, for the vapor phase, iden-
tical results S(vapor) and C,(vapor) are obtained. For the vapor

phase, model 2 gives better agreement with experimental data than
model 1 or model 3. Apparently, optimization in the vapor phase of
amy while keeping by, constant leads to less agreement with exper-
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Table 4

Calculated by the three models (m1, m2, and m3) and experimental heat capacities C,
and molar entropies S,, at different temperatures for the liquid and vapor phase (data
in italics).

T/K Cp (m1) C, (m2) C, (m3) Gy, (exp)?
298.15 715 52.2 337.9 81.4 (81.1)
308.15 73.8 539 3493 83.4 (83.2)
318.15 76.2 55.7 360.6 85.4 (85.4)
328.15 78.6 57.4 371.9 87.3 (87.9)
337.632 80.9 59.1 382.7 89.2 (90.5)
337.632 93.1 44.8 93.1 47.1

Sm (m1) Sm (M2) Sm (M3) Sm (exp)P
298.15 108.3 106.1 187.5 127.19
308.15 110.7 107.9 198.9 129.9
318.15 113.0 109.6 210.2 132.6
328.15 115.4 111.4 2215 1353
337.632 117.7 113.0 2323 137.9
337.632 238.8 243.7 238.8 2452

¢ Experimental data of C, for liquid phase from Refs. [43] and [44] (in paren-
theses); for vapor from Ref. [45].
b Experimental data of S, for liquid phase from Ref. [43]; for vapor from Ref. [45].

iment than keeping both parameters constant, a,{vapor) = dn,{bp)
and by, (vapor) = b,,(bp). It should also be noted that the depen-
dence of the heat capacities on cluster size but separately for indi-
vidual methanol clusters, ring, lasso, and chain, has been calculated
previously [30]. As an explanation for the observed discrepancies
with experimental data, neglect of anharmonic contributions to
vibrational frequencies has been put forward.

3.2. Cluster distribution and structures

According to the results presented in the previous section, for
the liquid phase best agreement with experimental thermochemi-
cal data could be achieved when using model 1. Hence, the follow-
ing discussion will be based on this model.

The calculated cluster distributions based on model 1 for five
different temperatures in the range room temperature to boiling
point of liquid methanol are presented in Fig. 3. Detailed cluster
distributions (mol fraction of monomers bound in a given cluster
form or, equivalently, monomer-normalized cluster distribution
[36]) for liquid methanol in the temperature range between freez-
ing and boiling point are provided in Table S1 of the Supplemen-
tary data. The corresponding vapor phase data are given in
Table S2 together with the cluster volumes and energies. Fig. 3
clearly shows that only the cyclic (MeOH)s and (MeOH)s clusters
are significant in the liquid, ca. 30% (MeOH)s and 60% (MeOH)s
at room temperature. Thus, our present calculations corroborate
the results of Ludwig [30] and are in line with Pauling’s proposal

0.7 1 A (MEOIH')n
0.6 . . . ;
S i = 02
£ 0.5 L )
= 04 A ot
T ©'4
% 0.3 4 = . - * A'5
T oz .5
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of the structure of liquid methanol [10]. The fraction of smaller
clusters, especially cyclic (MeOH)s structures, increases at the ex-
pense of cyclic (MeOH)s by getting closer to the boiling point. In
contrast, lowering the temperatures leads to a substantial increase
of the cyclic (MeOH)s clusters; at the freezing temperature approx-
imately 90% of the methanol molecules are in this cyclic hexamer
form (Fig. S3 in the Supplementary data).

In analogy to Boyd and Boyd we have adopted the following
symbolic notation for the individual clusters [15]: The letters “u”
and “d” indicate the “up” or the “down” position of the methyl
group. Parentheses denote cyclic structures; in case of systems
containing a ring and branches from that ring, after the parenthe-
ses the chains attached to the ring indicated by “u” or “d”, followed
by the number of the position where the chain is attached to the
ring. The “dc” or “uc” means that the chain consists of more than
one methanol molecule. The chain u/d position is determined rel-
ative to the plane of the OH-network, where the (O-H...O) se-
quence follows the clockwise direction. The notation (CH...O)
followed by a number indicates a chain connecting back to the ring
with a weak hydrogen-bond at the position of the ring numbered
with the same number. Such a weak (CH...0) interaction closes a
ring; the smallest example was described for the trimer [18]. The
letter “e” in equivalent position with the “u” or “d” means the
equatorial position rather than clear up or down. In case of the
chain consisting of 8 methanol molecules there was no observable
reference in the structure to determine the relative position so it
was only marked as chain (8). The letter “e” before a symbolic
structure means the enantiomer form. To illustrate this symbolic
notation, the structure of the CH...0 bonded methanol trimer,
due(CH. ..0)1, is shown in Fig. 4.

Counterpoise (CP) corrected MP2/6-311++G(d,p) binding ener-
gies per monomer (Eq. (18)) of cyclic n-mers (n =3-8) and the di-
mer are plotted in Fig. 5. This binding energy levels off at the
hexamer as also found by Ludwig [30] and Boyd [15]. Beyond this
ring size (or the heptamer) no further increase of the hydrogen-
bond strength originating from the cooperativity effect can be ob-
served. A maximum binding energy of ca. 30 k] mol~! per mono-
mer is obtained.

AEpingm = 1/n « [E(cluster) — nE(monomer)] (18)

In cyclic heptamers and octamers the ring is bent (Fig. 6) with the
simultaneous formation of some weaker C-H...O hydrogen-bonds.
This is in contrast to HF/6-31+G(d,p) calculations which yield flat
rings for the lowest energy structures of (MeOH),, n =3-8 [19].

4. Conclusion

In this work the quantum cluster equilibrium (QCE) model of
Weinhold was applied with the direct use of experimental liquid
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Fig. 3. Temperature dependence of the calculated (model 1) distribution of methanol molecules between: (A) clusters of different size irrespective of their structures; and (B):

for cyclic pentamers (a), hexamers (M), and heptamers (@®).
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Fig. 4. Structure of the CH...O bonded methanol trimer with the symbolic notation
due(CH...0)1.

50
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Fig. 5. MP2/6-311++G(d,p) counterpoise-corrected binding energy per monomer,
AEpingm = 1/n * [E(clust) — nE(monomer)] for lowest energy structures of clusters of
different size (cyclic structures for n > 3).

C

and vapor phase volumes, i.e. V was not used in the parameter fit
but included as a raw data. The model has been applied for a large
cluster set of methanol molecular clusters up to (MeOH)s. Cluster
geometries were obtained by second order Mgller-Plesset calcula-
tions [MP2(fc)/6-31+G(d,p)]; for cluster energies MP2(fc)/6-
311++G(d,p) single point calculations including counterpoise
corrections, were performed. The preferred clusters up to (MeOH)s
are cyclic structures where the OH hydrogen-bonded network
tends to be in a plane. For the (MeOH); and (MeOH )s clusters bent
structures with some additional weaker C-H...O hydrogen bonds
were found. The dominant cluster in liquid methanol is the cyclic
hexamer, even at the boiling point, ca. 50%, followed by the cyclic
pentamer, ca 35%. At lower temperatures the amount of cyclo-
(MeOH)g increases up to ~90% at the freezing point.

Three approaches to determine the two empirical parameters
(@myp, bxy) of the QCE model in combination with the experimental
liquid and vapor phase volumes have been used. In previous work
only one pair of these two parameters were used for all the tem-
peratures. While calculated thermodynamic properties are quite
insensitive to the value of any;, it was found that the fitting at differ-
ent temperatures of the parameter by, for the standard pressure
condition significantly affects the results. Especially, for the liquid
phase, ans can be considered as constant. For the vapor phase from
our finding the best is to keep these two parameters constant.

Based on the present MP2 results, we also conclude that the
computationally less demanding B3LYP procedure - as applied
previously for a QCE study of liquid methanol [30] - is sufficiently
reliable for this purpose.
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Appendix A. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.theochem.2010.07.003.
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ABSTRACT: Benzene—methanol cluster structures were inves-
tigated with theoretical chemistry methods to describe the
microsolvation of benzene and the benzene-methanol azeotrope.
Benzene—methanol (MeOH) clusters containing up to six
methanol molecules have been calculated by ab initio [MP2/
6-311++G(d,p)//MP2/6-31+G(d,p) + BSSE correction] method.
The BSSE was found quite large with this basis set, hence, different
extrapolation schemes in combination with the aug-cc-pVxZ basis
sets have been used to estimate the complete basis set limit of the
MP2 interaction energy [ AE(MP2/CBS)]. For smaller clusters, n
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2:3 azeotrope

CsHe(MeQOH), CeHs + (MeOH),

< 3, DFT procedures (DFTB+, MPWB1K, M06-2X) have also been applied. Geometries obtained for these clusters by M06-2X and MP2
calculations are quite similar. Based on the MP2/CBS results, the most stable CsHg(MeOH); cluster is characterized by a hydrogen
bonded MeOH trimer chain interacting with benzene via 77+« *H—O and O- - -H—C(benzene) hydrogen bonds. Larger benze-
ne—MeOH clusters with n > 4 consist of cyclic (MeOH),, subclusters interacting with benzene by dispersive forces, to be denoted by
CgHg + (MeOH),,. Interaction energies and cooperativity effects are discussed in comparison with methanol clusters. Besides MP2/CBS
calculations, for selected larger clusters the M06-2X/6-311++G(d,p)//M06-2X/6-31+G(d,p) procedure including the BSSE correction
was also used. Interaction energies obtained thereby are usually close to the MP2/CBS limit. To model the benzene—MeOH azeotrope,
several structures for (CsHg),(MeOH); clusters have been calculated. The most stable structures contain a tilted T-shaped benzene dimer
interacting by 7+ + *‘H—O and O - - H—C (benzene) hydrogen bonds with a (MeOH); chain. A slightly less negative interaction energy
results for a parallel displaced benzene sandwich dimer with a (MeOH); chain atop of one of the benzene molecules.

B INTRODUCTION

The structures and energetics of weakly bound complexes
between s7-systems and solvents capable of forming hydrogen
bonds have attracted much interest.' > Water and alcohols as
prototypes for such solvents themselves are known to form
clusters of various sizes and structures. For instance, Pauling has
proposed that liquid methanol mainly is composed of cyclic
hexamers.* The very existence of such clusters forms the basis
for the description of thermodynamic properties of the liquid
phase by the quantum cluster equilibrium model (QCE).>'* Even
interaction of nonfunctionalized aromatic molecules with alco-
hols or their clusters can induce significant changes in their
hydrogen bond topology.> Besides the O—H--+O hydrogen
bond present in water or alcohol clusters, weak nonconventional
O—H::+m, C—H:- - -m, and C—H- - - O hydrogen bonds have
been identified as important in molecular recognition, supramo-
lecular chemistry, the 3D-structure of biological macromolecules,
and for clusters of aromatic molecules microsolvated by water or
alcohols."”*™'* In view of the importance of such weak interac-
tions, a number of experimental and computational studies on
clusters between aromatic molecules and water'® ™ or alcohols,
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mostly methanol,>*>* have been published. In addition to
clusters of the type Ar(H,0),, or Ar(MeOH),, ternary benzene—
(H,0),—(MeOH),,>>*° and (benzene),—(MeOH); clusters>
have been investigated. The molecular formula of these latter
clusters formally corresponds to the composition of the benzene—
methanol azeotrope for which recently a unit structure
[(C¢Hg)>)s[(MeOH),]5 has been proposed.”® Finally, prefer-
ential solvation of anthracene in binary alcoholic solutions has
been investigated.®”

Calculations on benzene — methanol complexes CgHg-
(MeOH),, n < 3, mostly have been done by density functional
theory;*>® larger systems were treated by Monte Carlo simula-
tions using the OPLS force field [e.g, Ce¢Hg(MeOH),]*°
or semiempirical (PM3) methods [e.g, (CsHs),(MeOH);].*?
Second order Moller—Plesset calculations are available for
fluorobenzene—(MeOH),, n = 1,2 and p-difluorobenzene—
MeOH.** Although strong hydrogen bonds usually are
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Figure 1. M06-2X/6-31+G(d,p) optimized structures of CgHg-
(MeOH), showingO—H- - -7 (1a), C—H" - -7 (1b),and O- - -H—C-
(benzene) (1c) hydrogen bonds.

reasonably well described by the more popular density func-
tionals,** questionable results might be obtained for C—H: - - O
or C—H- - -7 interactions.”’ ~* In view of the importance of
clusters between aromatic molecules and alcohols as models for
microsolvation, we found it worthwhile to investigate computa-
tionally larger benzene —methanol clusters CsHg(MeOH),, than
done previously, up to n = 6. Moreover, different theoretical
levels, tight-binding DFT and DFT using various functionals as
well as ab initio procedures (MP2), have been applied. Finally,
complexes of the type [(CsHg),(MeOH);], corresponding to
the molar composition of the benzene—methanol azeotrope
have been treated. These clusters are described with regard to
structure, interaction energy and cooperativity effect in this work.

B COMPUTATIONAL DETAILS

The initial structures for benzene—methanol complexes
CgHy(MeOH),, n = 1—3, were generated by packing optimiza-
tion.* In each case, 2000 structures resulted from placing the
methanol molecules randomly within a sphere with r = 10 A
and one benzene at the center of that sphere. These randomly
generated structures were then first optimized by the self-
consistent charge tight-binding density functional method* with
inclusion of dispersion corrections (SCC-DFTB+).*® Further
optimization was done by density functionals developed for the
correct description of weak intermolecular interactions (MPWB1K*
and M06-2X***) and ab initio methods (MP2*° in the frozen
core approximation) using the 6-31+G(d,p) basis set. Based on
the results for these species, larger clusters CsHg(MeOH),, n =
2—6, were constructed from C¢Hg(MeOH), by successively
adding methanol molecules according to the methanol dimer
geometry, r(O+ - +H) = 1.8895 A, a(C—0O- - -H) = 110.3°" and
subsequent optimization. In these clusters, thereafter denoted by
CsHg(MeOH),, interaction between the benzene ring and the
methanol molecules occurs via O—H- -+ and (benzene)-
C—H- - - O hydrogen bonding. In other words, cyclic structures
comprised of methanol molecules connected by O—H---O
hydrogen bonds and the aromatic ring, that is, rings consisting
of m(benzene)::-H—0O---(H-0),_;---H—C (benzene)
hydrogen bonds, are formed. A second type of structures, there-
after denoted by C¢Hg + (MeOH),, consists of a benzene molecule
placed above cyclic (MeOH),, subclusters obtained previously by
MP2/6-31+G(d,p) optimizations.”" BSSE-corrected”” interaction

energies for these clusters were obtained by MP2/6-311++
G(dp)//MP2/6-31+G(d,p) calculations. The complete basis
set (CBS) limit has been evaluated using Martin’s extrapolation
scheme, originally proposed for CCSD(T) energies, combined
with the aug-cc-pVxZ (x = 2—4) basis sets,** eq 1 (N corre-
sponds to x in the aug-cc-pVaZ basis sets).

Eeone(N) = A + B/(N + 1/2)*

+ C/(N + 1/2)° (1)

The term for N = 5 has been reported to be rather small,*>**
hence, we have restricted the calculations to N < 4. For a number
of weakly interacting systems, including the benzene dimer and
the hydrogen bonded benzene —water cluster, it has been shown
that an analogous CBS extrapolation scheme can also be used for
the MP2 procedure.> These authors also proposed a modified
formulation of the CBS limit for small basis sets (N =2, 3), eq 2

Ecpsn = [En(N + 1/2)° —Ey (N —1/2)*]/
(N + 1/2)° = (N —1/2)"] (2)

Alternatively, eq 3, where x is the largest angular momentum of
the given basis set, has been proposed®® to estimate the MP2
CBS limit.

E(MP2,CBS) = E(MP2,x) + constant X x > (3)

Here we used each one of these schemes.

Programs used were Packmol,” DFTB+,® GAMESS-US
2009 R3,%’ Gaussian 09,60 NWChem 6.0,6l Hyperchem 7.0,62
and MOLDEN®? for visualization.

B RESULTS AND DISCUSSION

First we will describe structural features obtained by various
computational procedures (tight-binding DFT, DFT, and
MP2) for C¢Hg(MeOH),, n = 1—3, clusters. The correspond-
ing interaction energies (DFTB+, MPWBIK, M06-2X, and
MP2) are given in Table S1. In the second section, the
energetics obtained by MP2 calculations for benzene—
methanol clusters up to six methanol molecules will be dis-
cussed. In section three, results for [(C¢sHg),(MeOH);] clus-
ters will be presented.

Structural Features. For the first member of this series,
CgHg(MeOH),, in principle, three types of noncovalent inter-
action, namely, O—H-:-z (la), C—H-:--x (1b), and
(benzene)C—H--+O (1c) hydrogen bonding, Figure 1, are
possible. Pribble et al.*® have performed B3LYP/6-31+G(d)
calculations on CgHg(MeOH), showing the O—H- - -7 type
of interaction. In their calculated structure, the methanol mole-
cule was pulled off the 6-fold axis of benzene. Our DFTB+
calculations result in a similar structure for 1a with O—H binding
to a carbon atom rather than to the center of the aromatic ring.
No complex of type 1b, that is, C—H- - - 77 interaction was found
by MP2 optimizations; instead, this structure collapsed to 1a. In
the case of (benzene)C—H--:O hydrogen bonding, both
DFTB+ and MPWBIK calculations resulted in structures with
one such interaction; in contrast, M06-2X and MP2 yielded a
largely symmetric structure 1c with two (benzene)C—H- -0
hydrogen bonds with r(H---0O) = 2.51 A (M06-2X) and
r(H-++0) = 2.67 A (MP2). The oxygen atom of the methanol
molecules lies approximately in the plane of the benzene ring
(Figure 1c). In larger clusters, n = 2 and 3, slight deviations from
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Figure 2. MP2/6-31+G(d,p) optimized structures of CsHg(MeOH),.

this symmetric C—H- - -O hydrogen bonding occurred. More-
over, the methanol involved in this type of hydrogen bond is pulled
off the benzene plane (see Figure 2 for n =2 and Figure 3 forn=3).

Irrespective of the computational procedure used, structure
1a, characterized by a O—H- - -7 hydrogen bond, is the most
stable cluster. Experimentally, formation of such a CsHg(MeOH),
involving interaction between the OH group of methanol and the
7T-system of benzene had been inferred from the observed red
shift of the OH stretching vibration of Av = —43 cm™ ' compared
with free methanol,®® much smaller than that resulting from
O—H:- - - O hydrogen bonds (Av = —107 cm ™" in the gas phase
methanol dimer®) but still significant. Calculated shifts are close
to this experimental value: Av = —33 cm ™~ (B3LYP?®), —10cm ™'
[MP2/6-31+G(d)],** and —24 cm™ ' [MP2/6-31+G(d,p)].

For C¢Hg(MeOH), two main types, for example, 2b and 2e in
Figure 2, can be distinguished at the MP2 level. The first type is
characterized bya s+ - *-H—O- - +H—O" - -H—C(benzene), the
second one by a sz+++-H—CO---H—0---H—C(benzene)
hydrogen bonding pattern; the notation type 1 and type 2 will
be used in the following. Common to the lower energy clusters is
formation of cyclic structures with participation of the benzene
ring. Similar to C¢Hg(MeOH), (1c), in the CHg(MeOH),
clusters only one O--+-H—C(benzene) hydrogen bond is
obtained by DFTB+ and MPWBI1K. In contrast, nearly symmetric
hydrogen bonds between the methanol oxygen and two benzene
hydrogens result for 2b with M06-2X [+(CH- - - O) = 2.78 and
2.84 Al and MP2 [#(CH- - - O) = 2.92 and 2.95 A]. Again, a shift
of one methanol away from the center of the benzene ring toward
a carbon atom in type I complexes is found by DFTB+ calcula-
tions. Clusters of the type 1, that is, those involvinga 77+ - -H—O
hydrogen bond are more stable than clusters of type 2. The
observed increased red shift of the OH stretching frequency, Av =
—76cm” form- - *H—0,and Av=—175cm” 'forO- - -H—0
hydrogen bonds has been attributed to a cooperative strengthening of
both hydrolgen bonds.*® Calculations also reveal this effect, Av =
—57 eam ' (BLYP®) and Av = —72 am™' [MP2/631+
G(dp)] for - - -H—O; Av = —189 cm™ ' (B3LYP™) and Av =
—207 cm ™' [MP2/6-31+G(dp)] for O- - -H—O hydrogen bonds.

Similar to CsHg(MeOH), clusters, two types (type I or type 2)
of structures containing either a s---H—O---H-O---
H—O- - -H(benzene) or a -+ H—-C-+-H—0O---H-0- -

Figure 3. MP2/6-31+G(d,p) optimized structures of CsHg(MeOH);.

H—C(benzene) hydrogen bonding pattern, were found for
CgHg(MeOH)3, see 3e and 3k in Figure 3. At the MP2 level
type 1 structure 3e is the most stable one. M06-2X calculations
yield type 2 structure 3c as the lowest energy cluster. The lowest
type 2 MP2 structure 3k actually corresponds to a cyclic
(MeOH); subcluster weakly interacting with benzene, that is, a
cluster of the type benzene + (MeOH); (see below). In both type
1 and type 2 series, two benzene hydrogens form an approxi-
mately symmetric hydrogen bond to the oxygen atom of
methanol. For instance, in 3e MP2/6-31+G(d,p) calculations
yield 7(CH: - - O) = 2.64 and 2.54 A. The experimental shift, Av
= —S cm™ !, of the benzene C—H stretches observed in CgHg-
(MeOH); has been attributed to the interaction between the
terminal methanol of the (MeOH); chain with the C—H bonds
of benzene.” In our calculations, a shift of —9 cm™* has been
found for conformer 3e.

Addition of the third methanol molecule results in an even
further strengthening of the 7+ --H—O and the O---H-O
hydrogen bonds, as evidenced by the respective experimental
(—92, —246, and —292 cm™')*® and MP2/6-31+G(d,p) calcu-
lated frequency shifts, Av = —84, —277, and —341 cm ™' in 3e.

In the free methanol trimer, a cyclic arrangement of the
methanol molecules has been observed experimentally with a
single OH stretch band red-shifted by 219 cm ™" with respect to
the methanol monomer.®* In contrast, experiments clearly show
that the C4Hy(MeOH); cluster contains a linear arrangement of
the three methanol molecules;*® a cyclic structure results only by
participation of the benzene ring. Interestingly, larger benze-
ne—methanol clusters, CsHg(MeOH),, n = 4, apparently con-
sist of the benzene molecule interacting with cyclic methanol
subclusters (MeOH),, because only red shifts of the OH stretch
characteristics for strong O—H- - - O hydrogen bonds could be
observed.*® So far structural features of the CgHg + (MeOH),,
clusters with # = 4 have only be described on the basis of force
field calculations.® For instance, for CsHg + (MeOH), mainly
interaction of one methyl group of the cyclic (MeOH), sub-
cluster on a single side of benzene had been predicted. Later,
alternative structures with benzene interacting edge-on with the
(MeOH),, cavity, were proposed.® In the following, both possibilities
for benzene—methanol clusters with n = 3 — 6, namely, those
characterized by 7+ - -H—0O- - - [H—0],,_; - - -H—C(benzene)
hydrogen bonds (CsHs(MeOH),, 3e and 4a—6a in Figure 4), as
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Figure 4. MP2/6-31+G(d,p) lowest energy structures of CsHs(MeOH),,
n = 3—6 clusters with O—H- - -7 hydrogen bonds (3e, 4a—6a).

well as clusters consisting of one benzene molecule interacting
with (MeOH),, subclusters (C¢Hg + (MeOH),, 3k and 4b—6b
in Figure S), will be discussed. In 4a, the OH group of the first
methanol molecule in the (MeOH), chain is shifted off the
center of the benzene ring toward one carbon atom
[r(C--+-HO) = 2.44 AJ; the benzene C—H in para position to
this carbon atom makes a close contact to the third methanol
molecule [r(C—H- - -0)] = 2.53 A. The distance of the fourth
MeOH to the adjacent benzene C—H bond is 2.67 A. According
to the MP2 calculations, in the C4Hg + (MeOH),, species the
structure of the cyclic methanol subclusters is largely unchanged
compared with the corresponding free (MeOH),, rings. Interaction
with the benzene molecule occurs via a (methanol) C—H- - -7
dispersive bond on one side of benzene. The benzene ring is
tilted with respect to the normal to the (MeOH),, plane, pointing

Figure S. MP2/6-31+G(d,p) lowest energy structures of CgHg +
(MeOH),,, n = 3—6 clusters with C—H- - - ;7 hydrogen bonds between
benzene and (MeOH), subclusters (3k, 4b—6b).

with one single C—H bond toward it, Figure S. For instance, in
4b, one of the C—H bonds of the methanol methyl groups is
nearly symmetrically placed atop the benzene ring; the distances
to the six benzene carbon atoms are in the range 2.83—2.98 A.
The closest benzene C—H- - - O distance is 2.52 A.

Energetic Aspects of CgHg(MeOH),, and CgHg + (MeOH),,
Clusters. The following discussion of the energetic aspects of
these clusters is largely based on the MP2/6-31+G(d,p) struc-
tures of these C¢Hg(MeOH),, n = 1—6, and CcHg + (MeOH),,,
n = 3 clusters. Energies were calculated by M06-2X and MP2
using the 6-311++G(d,p) basis set. In addition, MP2 calculations
were also performed with the aug-cc-pVaZ basis set, with x =
2—4 for n = 3 and 2—3 for n = 4—6 and extrapolated to the
CBS limit. Unless very large basis sets are used, for example,
aug-cc-pVSZ, correcting for basis set superposition error is
essential. Hence, this correction has been applied to all the
calculated interaction energies. The corresponding BSSE-corrected
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Table 1. M06-2X/6-311++G(d,p), and MP2 Calculated Interaction Energies Including BSSE Corrections and Different CBS

Extrapolation Schemes

Mo06-2X MP2
aug-cc-pVNZ I g I

Eww-+BssE 6-311++G(d,p) 6-311++G(d,p) N=2 N=3 N=4 N=2—4 N=3 N=4 N=2—-4
water—benzene —16.5 —10.3 —12.7 —14.1 —14.5 —14.7 —14.9 —14.8 —14.7
la —19.0 —12.8 —16.7 —18.8 —19.3 —19.6 —19.9 —19.8 —19.6
1c —12.1 -7.9 —10.0 —10.9 —11.2 —11.4 —114 —11.5 —11.3
2b —53.5 —40.2 —47.6 —51.7 —53.1 —54.0 —54.0 —54.3 —53.7
2e —39.8 —33.9 —39.3 —42.6 —43.9 —44.7 —44.5 —44.7 —44.3
3e —97.6 —74.5 —85.7 —92.7 —95.1 —96.7 —96.8 —97.2 —96.2
3k —99.2 —73.8 —83.8 —90.5 —92.9 —94.7 —94.4 —95.1 —93.9
4a —137.0 —107.5 —122.8 —132.7 —138.4
4b —150.4 —119.5 —134.9 —145.6 —151.8
Sa —1758.1 —138.7 —157.8 —170.5 —177.8
Sb —195.9 —157.4 —177.4 —191.6 —199.7
6a —221.3 —175.7 —197.1 —212.8 —221.8
6b —236.0 —192.6 —2149 —231.7 —241.4
7a —92.0 —108.8 —118.0 —123.3
7d —89.5 —106.0 —114.7 —119.3

“ CBS extrapolation using eq 1. ’CBS extrapolation using eq 2 with N = 3 and N = 4. “ CBS extrapolation using eq 3.

interaction energies obtained by MO06-2X/6-311++G(d,p),
MP2/ 6—311++G(d,p), as well as MP2/CBS calculations, are
given in Table 1. The BSSE corrections to MP2/6-311++G(d,p)
results are quite large resulting in a significant reduction of the
interaction energies. Previous MP2/6-31+G(d,p) studies”*®® of
benzene containing clusters have indicated an underestimation
of interaction energies when BSSE corrections were used. This
apparently is also the case when using the 6-311++G(d,p) basis
set. Weak O—H- - -7 hydrogen bonding interactions have
been thoroughly studied computationally in the benzene—water
cluster, including a comparison between MP2 and CCSD(T)
BSSE corrections to interaction energies.ss’ésf69 These calcula-
tions will serve as benchmark for evaluation of the procedures
used here (Table 1). Depending on the geometry and extrapola-
tion scheme used MP2/CBS values between —16.3 to —14.5 kJ
mol " have been reported; CCSD(T)/CBS benzene—H,O
interaction energies are —14.0>> and —13.7”° kJ mol . Disper-
sion corrected DFT (B3LYP-DCP/6-31+G(d,p))®® and M06-2X
calculations® yielded —13.4 and —14.2 kJ mol ', respectively.
Compared with these data, our M06-2X and MP2 interaction
energies obtained with the 6-311++G(d,p) basis set are slightly
over- and underestimated (—16.5 and —10.3 kJ mol ', Table 1).
The MP2/CBS benzene — H,O interaction energies, —14.7 to
—14.9 kJ mol ' (Table 1) are in good agreement with those
discussed above. Moreover, the different extrapolation schemes,
eqgs 1—3, yield nearly identical results. Most importantly, MP2/CBS
interaction energies obtained by eq 2 with N = 3, that is, the aug-cc-
pVDZ and aug-cc-pVTZ basis sets, only marginally differ from those
using N = 4, that is, the aug-cc-pVTZ and aug-cc-pVQZ basis sets.
Hence, we expect that the MP2/CBS interaction energies for the
larger clusters where aug-cc-pVQZ calculations were not feasible,
can be estimated with sufficient accuracy by eq 2 with N = 3.
Similar results also hold for the benzene —methanol clusters.
Especially, MP2/6-311++G(d,p) calculations significantly un-
derestimate interaction energies. MP2/CBS results are quite

10560

insensitive to the extrapolation scheme used. When applying
Martin’s extrapolation scheme, eq 1, for BSSE-corrected, as well
as uncorrected interaction energies the BSSE error in the CBS
limit is below 2%; eq 2 with N = 3 results in an error of only ~5%.
Hence, for the following discussion MP2/CBS interaction
energies resulting from eq 2 with N = 3 will be used because
MP2/aug-cc-pVQZ calculations were not feasible for the larger
clusters. Treating electron correlation at a higher level [MP4,
CCSD(T) aug-cc-pVDZ basis set] yields interaction energies for
la of AE;,, = —15.7 (MP4) and —14.4 [CCSD(T)] kJ mol
for 1c of AE;, = —14.4 (MP4) and —9.0 [CCSD(T)] kJ mol ".

MO06-2X/6-311++G(d,p) generally yields results closer to the
MP2/CBS limit than MP2/6-311++G(d,p) calculations (Table 1).
The mean M06-2X BSSE error compared to the uncorrected
values is ~13% and the BSSE-corrected M06-2X results are
within 1.5 kJ mol " of the MP2/CBS limit obtained by eq 2,
N = 3. However, as already seen in CsHg(MeOH), clusters
(cf. 1a with 1b), the M06-2X functional apparently overestimates
the stability of the C—H- - -7 interaction compared to MP2
(cf. 3e with 3k). Hence, for 3k a larger difference M06-2X versus
MP2/CBS of ~5 kJ mol " is found (Table 1). Previous extensive
calculations on uracil dimers are in line with this finding. Using
CCSD(T)/CBS results as reference, the stability of stacked
dimers was slightly overestimated compared with hydrogen-
bonded structures.”* For the clusters containing three methanol
molecules (n = 3) both CsHg(MeOH); and CsHg + (MeOH);
have comparable interaction energies with a slight preference
for the former structure involving 7+ - +-H—O and O---H—-C-
(benzene) hydrogen bonds, AE;,, = —96.8 versus —94.4 k] mol .
For larger clusters, n > 4, structures resulting from interaction of
benzene with cyclic methanol n-mers (MeOH),,, 4b—6b, clearly
are more stable than their CsHg(MeOH),, counterparts 4a—6a
(Figure 6).

The magnitude of the O—H stretch frequency shifts have been
interpreted in terms of significant cooperative strengthening of

dx.doi.org/10.1021/jp206248w |J. Phys. Chem. A 2011, 115, 1065610564
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Figure 6. BSSE-corrected interaction energies (MP2/6-311++G(d,p), M06-2X/6-311++G(d,p), MP2/CBS (eq 2, N = 3)) for CsHs(MeOH),, n =
3—6 clusters with O—H - - - w hydrogen bonds (3e, 4a—6a) and C¢Hg + (MeOH),,, n = 3—6 clusters with C—H - - - 7w hydrogen bonds between benzene

and (MeOH),, subclusters (3k, 4b—6b).

Table 2. BSSE-Corrected Cooperativity Energy per Hydro-
gen Bond, AECOOP/ Hydrogen Bond (k] molfl)

AE o op/hydrogen AE0p/hydrogen
MeOH,, bond C¢Hg(MeOH),, bond

N o ur n ¢ o
2 0.0 0.0 0.0 2 0.3 0.4 0.4
3 01 -01 -03 3 —-33 —43 —45
4 —6.1 =79 8.1 4 —5.3 —7.1
S -78 =99 95§ S —6.2 —8.6
6 -89 —11.0 —11.3 6 —7.6 —10.2

“ MP2(fc)/6-311++G(d,p). " MP2/CBS, eq 1. “MP2/CBS, eq 2, N = 3.

the 77+++H—0O and O:++H—O bonds in C¢Hg(MeOH),
compared with those in CsHg(MeOH); and (MeOH),. In
the following, the cooperativity on interaction energies of
cyclic (MeOH),, n-mers' and C4Hg(MeOH), clusters of the
m-++H-0-++[H-0],_;- - -H—C(benzene) type, AE .o,
will be discussed. The BSSE-corrected interaction energy of
the methanol dimer is AE;,, = —20.3 [MP2/6-311++G(d,p)°'],
—24.2 (MP2/CBS, eq 1), and —23.8 k] mol ' (MP2/CBS, eq2,
N = 3). Cyclic (MeOH),, n-mers contain n O—H- - - O hydro-
gen bonds, thus, AE ., = AE;,[(MeOH),] — n X AE;,-
[(MeOH),]. In C¢Hg(MeOH),, clusters in addition to n — 1
H—O---H hydrogen bonds, one m::-H—O and one
O+ +H—C(benzene) interaction occur. Exactly one of these
interactions is present in la (77+++H—0) and 1c [O---H—
C(benzene)]. Thus, for all presented clusters AE,, is given by
AEcoop = AEint[CéHé(MeOH)n] - (n - 1) X AEint[(MeOH)Z]
— AE(1a) — AEy(1c). The MP2/6-311++G(d,p) BSSE-
corrected interaction energies for these two nonconven-
tional hydrogen bonds in C¢Hg(MeOH), are —12.8 (1a) and
—7.9 (1c) &J mol™'; the corresponding MP2/CBS values are
—19.6and —11.4kJmol " (eq 1); and —19.9 and —11.4kJ mol "
(eq 2, N = 3), Table 1. The cooperativity per hydrogen bond,

AE_,op/hydrogen bond is larger (more negative) in the CsHs-
(MeOH); cluster than in (MeOH)s, Table 2. In contrast, for
n = 4 the cyclic methanol n-mers have stronger cooperativity,
because AE,,,/H-bond is larger (more negative) than in the
CgHg(MeOH),, clusters. Thus, for n > 4 clusters of the type
CgHg + (MeOH),, will be preferentially formed. Despite the
increased red shift of both OH stretching frequencies in CsHg-
(MeOH), (see above), the value of AE_,/hydrogen bond does
not indicate any cooperativity in forming this structure. Most
probably, this discrepancy between conclusions inferred from
AE,.,/hydrogen bond versus Av is due to the distortion
from the optimal geometry for O - -H—C(benzene) hydrogen
bonding. Whereas in CsHg(MeOH), (1c in Figure 1) the oxygen
atom of the methanol molecule lies in the plane of the benzene
ring, the methanol molecule interacting with the benzene C—H
bonds in CsHg(MeOH), is significantly pulled off this plane (2b
in Figure 2).

[(CeHe)2(MeOH)3] Clusters. By a combination of resonant
two-photon ionization, resonant ion-dip infrared and IR-UV
hole-burning spectroscopies two structural isomers of [ (CsHg)-
(MeOH);] clusters have been identified®® and possible structures
suggested based on semiempirical (PM3) calculations. In the
construction of these models it had been assumed that the
T-shaped structure of the benzene dimers’>””* will be largely
retained in these two isomers.>* In one of these isomers (Isomer B),
the top benzene of the tee interacts with the (MeOH); chain viaa
7+ ++H—O0 hydrogen bond (and possibly also by a O« -H—
C(benzene) hydrogen bond to the same benzene ring). In
the second isomer (Isomer A), a 7+ - - H—O to the stem and a
O---H—C(benzene) hydrogen bond to the top benzene,
respectively, of the benzene dimer was suggested.”> Besides
this T-shaped structure of the benzene dimer, the parallel
displaced arrang7ement of the two benzene molecules is nearly
isoenergetic.75 7 Hence, besides several structures similar to
Isomer A, Figure 7a—c, with nearly equal interaction energies
also a parallel displaced sandwich dimer of benzene with a
(MeOH)j; chain atop one of the benzene rings, Figure 7d, were
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Figure 7. MP2/6-31+G(d,p) lowest energy structures of (CgHg),-
(MeOH); clusters and BSSE-corrected interaction energies..

found. In contrast, no [(CsHs),(MeOH);] cluster correspond-
ing to Isomer B could be obtained. Benzene and methanol form a

binary azeotrope in the mole ratio 2:3 with a minimum boiling
point at 55.76 °C at 678 mm Hg.”® Recently, a unit-structure for
the azeotrope composed of four benzene sandwich dimers and
three cyclic methanol tetramers, [(CsHg),]4[ (MeOH),]5, has
been proposed.”® Structure 7d closely resembles a simplified
model for this proposed structure. Besides 7++-H—O and
O- - -H—O hydrogen bonds benzene—benzene 7t - -7 interac-
tions are present in 7d. This isomer actually can be considered as
cluster 3e with an additional 7-- -7 interaction between two
parallel displaced benzene molecules. The MP2 calculated interac-
tion energies for such an arrangement (structure “Daa” in ref 75b2
are —17.2 (aug-cc-pVTZ) and —20.6 kJ mol " (CBS limit).”®
The CCSD(T) CBS limit for the DZ-TZ basis set”*” was given as
—9.6 kJ mol . Also comparable to the benzene dimer in 7d is
structure “Bz2/D”, for which the RI-MP2 and CCSD(T) CBS
limits are given as —20.6 and —11.0 kJ mol ', respectively.>> Using
the MP2/aug-cc-pVTZ BSSE-corrected interaction energy for 7d
and the corresponding data for 3e and “Daa”,”" the cooperativity
in 7d can be estimated as —2.3 kJ mol .

The relatively compact structure 7e with the maximum
number of O—H- -7 and C—H--+O hydrogen bonds and
one O—H:- + -O hydrogen bond has a lower interaction energy
than all the other [(C¢Hg),(MeOH);] clusters. The benzene—
benzene interaction is broken in 7e by one methanol shifted
between the two tee benzenes and therefore exhibits less dispersion
interaction. Furthermore, one O—H- - - O has also been broken,
thus contributing to the lowering of the interaction energy.

B CONCLUSION

AD initio (MP2), tight-binding self-consistent charge DFT
with dispersion correction (SCC-DFTB+) and DFT methods
using various functionals (MPWBIK, M06-2X) were used to
investigate benzene—methanol clusters CsHg(MeOH),, n =
1—6. Two different types of cluster structures were found. The
first type consists of (MeOH), chains connected through 7+ - -
H—O and O- - -H—C(benzene) hydrogen bonds to the ben-
zene ring; thus, for n = 2 a cyclic cluster resulting from
participation of the benzene ring, characterized by a
- ++H=0-++[H-0],_,* - H—C(benzene) hydrogen bond
pattern, was formed. The second type consists of cyclic
(MeOH),, subclusters (n = 3) weakly interacting with
the benzene molecule. For n = 3, both types have nearly the
same interaction energy, with a small preference for the first
type containing a (MeOH); chain over the second type, benzene +
cyclic (MeOH); subcluster, AE;,. [BSSE-corrected MP2/CBS//
MP2/6-31+G(d,p), eq 2, N = 3] = —96.8 and —94.4 kJ mol /,
respectively. For n = 4 there is a clear preference for the second
type of clusters, C¢Hg + (MeOH),, as found by experiment.*®
BSSE-corrected M06-2X/6-311++G(d,p) interaction energies
usually are close to the MP2/CBS values.

In addition to structures of the molecular formula CqHg-
(MeOH),,, also isomeric (benzene),—(MeOH)j; clusters, corre-
sponding to the composition of the benzene—methanol azeotrope,
were considered. Several structures closely resembling that of
Isomer A, containing a (MeOH); chain connected by O—
H:: .7 and O+ -H—C(benzene) interactions to the stem and
top benzene molecules, respectively, of a T-shaped benzene
dimer, were found. In contrast, optimization of a structure
corresponding to Isomer B resulted in a geometry consisting of
a parallel displaced benzene sandwich dimer with a (MeOH);
chain atop one of the benzene molecules. The calculated
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interaction energies [BSSE-corrected MP2/6-311++G(d,p)//
MP2/6-31+G(d,p)] of these clusters are quite similar, AE, =
—89.2 to —92.0 k] mol . The BSSE-corrected MP2/CBS
interaction energies for clusters 7a (T-shaped benzene dimer)
and 7d (parallel displaced benzene dimer) are —123.3 and
—119.3 kJ mol ™", Cooperativity effects play a key role in the
stabilization of the cluster geometries. Finally, it should be
pointed out that the BSSE correction is both approximate and
absolutely necessary. Only with very large basis sets, for example,
aug-cc-pVSZ, this correction goes to zero. The relatively good
performance of M06-2X, even with relatively small basis sets,
may be attributed to the presence of weakly interacting molecules
in the database used for parametrization of this functional.
Calculations on the benzene dimer and its solvation are generally
accurate to 4 kJ mol . Hence, in any present day experiment, for
example, in supersonic beams, all structures within this energy
range can be expected to be present in the sample under
investigation.
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+, MPWB1K, M06-2X, MP2/6-31+G(d,p); Table S1); Carte-
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